Trouble Shooting ATM on Bay Networks Routers
Version 1.1*

*  Updated to include changes in enabling extended debugging for ILMI, SSCOP, and Signaling and log messages to correspond with releases 12.20 and greater with some additional hints on trouble shooting LANE.  Does not yet contain information on MPOA, MPLS, VRRP troubleshooting.

This document is intended to help users trouble shoot ATM networks that include Bay Network routers, with its main focus being LAN Emulation, followed by RFC 1577, and lastly PVCs.  It is NOT intended to replace any formal Bay Networks documentation or release notes.

Users are responsible for reading each revisions releases note and documentation. Information in those documents should take precedence over the information in this guide.

This document should NOT be given to any customers since it is in draft form.

Please send any and all  comments/suggestions to jcarlson@baynetworks
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Trouble Shooting ATM on Bay Networks Routers:

General Information: 

Cells  <->  Frames:
In ATM data is transmitted in the forms of cells.  Cells are 48 bytes long with a 5 byte header.  Cells have a destination address in the form of a Virtual Path Identifier and Virtual Channel Identifier.  The header contains other information such as Cell Loss Priority Bit (CLP), Header Error Checksum (HEC)....

Cells are recombined into frames only at the final destination in the ATM cloud.   The logic that breaks frames into cells and recombines them is  called SAR (segmentation and re-assembly) and is implemented in hardware for speed. If cells are lost or discarded due to errors CRC errors will increment when the cells are re-assembled into frames.

Connections:
Data is passed between two end stations via a virtual connection.  The VC can be established when the end devices are powered up and broken down only when failure occurs (a Permanent Virtual Circuit, PVC) or can be brought up only when there is data to be transferred and broken down after an idle period expires (Switch Virtual Circuit, SVC).  LAN Emulation is based upon SVCs, but RFC 1577 (Classical IP over ATM) can use both SVCs and PVCs.

ATM Hardware:

74023, 74024 ATM FRE2 (Tsunami):
Supported in release 8.10 rev 1 and greater

ATM logic on I/O module 

Can only  be used in conjunction with FRE II or FRE 60’s, no FRE I support

Only frames  are transmitted/received across the backplane.

Maximum throughput 40-70Mbits/sec

Only supported PVCs at releases pre 9.01

Supports LANE and 1577 9.01 and greater

AG 13110112,3,4,5 ARE (Bluefish):
Supported in releases 9.01 and greater

ATM logic removed from I/O module and relocated on ARE (ATM Routing Engine)

Power PC chip set is used on ARE processor card

Bluefish I/O module will only work with ARE, NO FREs

VNR image and ATM image  contain not only “.exe” modules but also “.ppc”

Supports 155 MM and SM, DS3 and E3 ATM interfaces

Four AREs supported per chasis

Trouble Shooting Pre 9.01 PVC Problems: tc "Trouble Shooting Pre 9.01 Software"
Pre 9.01 software only supported PVCs.  The most common problems were misconfiguration of VPI/VCI pairs, frame encapsulation mismatches, or over subscription of available bandwidth.

The ATM MIB has changed over releases of software. In taking a look at the MIB people should note the following MIB objects relate to the ATM DXI interface which is configured over a HSSI  not an ATM I/O module:


wfAtm



wfAtmInterfaceEntry 



wfAtmDxiEntry                                     



wfAtmDxiDxiAddrEntry



wfAtmLmiEntry 



wfAtmPlcpEntry



wfAtmUniEntry 



wfAtmUniAtmEntry 



wfAtmVbrEntry



wfAtmVbrSarEntry 



wfAtmVbrCsEntry 



wfAtmVbrCsVciEntry 



wfAtmPvcEntry 

The following MIB objects refer to the 8.10 fix 1 ATM I/O module 



wfAtmInterfaceConfEntry                          



wfAtmServiceRecordEntry                           



wfAtmVclConfEntry                               



wfAtmVclStatsEntry                                 



wfAtmAlcDrvEntry                                  



wfAtmAlcXmtqEntry                                



wfAtmAlcCopConfEntry                               



wfAtmAlcCopHwEntry                                



wfAtmAlcCopInfoEntry         



wfAtmAlcCopDataPathEntry                      



wfAtmAlcCopErrorEntry



wfAtmAlcSarConfEntry 



wfAtmAlcSarTrafficMgtEntry 



wfAtmAlcSarRateQueueEntry



wfAtmAlcFrmConfEntry



wfAtmMpeEntry

The objects that can be looked at when trying to diagnose problems are:

  wfAtmInterfaceConfEntry   
How the ATM port is configured.  Includes ports aggregate cell 




rate, max number of VCs on the port.  Currently the aggregate cell rate should be set to no more than 165,094 cells/sec. (each cell is 53 bytes long, and each byte 8 bits so since 70 Mbits is the most an ATM interface can currently handle ( (70000000/8) /53) = 165094 cells per second). The default is 235, 849 cells/sec, which is okay, as long as the aggregate cell rate of  all the configured VCLs do not exceed 165,094 cells/sec.

wfAtmVclConfEntry 

VCL configuration.  Includes mode (direct, group, hybrid), the VCL encapsulation (null, 1294,or 1483),  It is a very common problem where customers will make mistakes in defining encapsulation types.  This parameter can be over ridden in group mode PVCs by defining the encapsulation in the ATM Service Record.  Other attributes include cell rates (burst, sustainable, peak).  The combination of all the VCLs configured  sustainable cell  rate cannot exceeded 165,094 cells/sec or the port's cell rate configured in wfAtmInterfaceConfEntry (whichever is lower).

TI Prompt>l  -i wfAtmVclConfEntry

inst_ids  = 0.1.33

         
   1103101.0.44

          
  1103101.0.45

          
  1103101.2.33

The instance ID is composed of the line number plus the configured VPI/VCI number.

There will be an instance of wfAtmVclConfEntry for each PVC defined in the configuration file.

TI Prompt>get wfAtmVclConfEntry.*.0.1.33

wfAtmVclConfEntry.wfAtmVclConfDelete.0.1.33 = 1

wfAtmVclConfEntry.wfAtmVclConfIndex.0.1.33 = 0

wfAtmVclConfEntry.wfAtmVclConfVpi.0.1.33 = 0

wfAtmVclConfEntry.wfAtmVclConfVci.0.1.33 = 0

wfAtmVclConfEntry.wfAtmVclAdminStatus.0.1.33 = 1

wfAtmVclConfEntry.wfAtmVclOperStatus.0.1.33 = 4

wfAtmVclConfEntry.wfAtmVclLastChange.0.1.33 = 0

wfAtmVclConfEntry.wfAtmVclXmtPeakCellRate.0.1.33 = 4716

wfAtmVclConfEntry.wfAtmVclXmtSustainableCellRate.0.1.33 = 4716

wfAtmVclConfEntry.wfAtmVclXmtBurstSize.0.1.33 = 40

wfAtmVclConfEntry.wfAtmVclXmtQosClass.0.1.33 = 4

wfAtmVclConfEntry.wfAtmVclRcvPeakCellRate.0.1.33 = 4716

wfAtmVclConfEntry.wfAtmVclRcvSustainableCellRate.0.1.33 = 4716

wfAtmVclConfEntry.wfAtmVclRcvBurstSize.0.1.33 = 40

wfAtmVclConfEntry.wfAtmVclRcvQosClass.0.1.33 = 4

wfAtmVclConfEntry.wfAtmVclAalType.0.1.33 = 3

wfAtmVclConfEntry.wfAtmVclAalCpcsTransmitSduSize.0.1.33 = 4500

wfAtmVclConfEntry.wfAtmVclAalCpcsReceiveSduSize.0.1.33 = 4500

wfAtmVclConfEntry.wfAtmVclAalEncapsType.0.1.33 = 7

wfAtmVclConfEntry.wfAtmVclCongestionIndication.0.1.33 = 1

wfAtmVclConfEntry.wfAtmVclCellLossPriority.0.1.33 = 1

wfAtmVclConfEntry.wfAtmVclCct.0.1.33 = 0

wfAtmVclConfEntry.wfAtmVclDirectAccessCct.0.1.33 = 0

wfAtmVclConfEntry.wfAtmVclMulticast.0.1.33 = 1

wfAtmVclConfEntry.wfAtmVclMode.0.1.33 = 1

wfAtmVclConfEntry.wfAtmVclDrops.0.1.33 = 0

wfAtmVclConfEntry.wfAtmVclVcIndex.0.1.33 = 0

wfAtmVclConfEntry.wfAtmVclVcType.0.1.33 = 1
wfAtmVclStatsEntry  

Number of cells received and transmitted in hex, frames 





dropped, etc. RcvCrc errors indicate line noise and bit errors (possibly bad fiber) . MaxLenExceed errors are when the maximum MTU configured on the Vcl was exceeded (a packet coming from the  ATM code handed to the driver for transmission).  InvalidLenErrs occur when SAR PDUs are re-assembled into a SAR frame and there is an error in the frame's length(this is the error that will increment if cells are being dropped)

TI Prompt>l -i wfAtmVclStatsEntry

.

inst_ids  = 1103101.0.44


    1103101.0.45

            
    1103101.2.33

The instance is composed of the line number plus the configured VPI/VCI.  There will be a wfAtmVclStatsEntry for every VC defined in the configuration file.

TI Prompt>get wfAtmVclStatsEntry.*.1103101.2.33
wfAtmVclStatsEntry.wfAtmVclStatsIndex.1103101.2.33 = 1103101

wfAtmVclStatsEntry.wfAtmVclStatsVpi.1103101.2.33 = 2

wfAtmVclStatsEntry.wfAtmVclStatsVci.1103101.2.33 = 33

wfAtmVclStatsEntry.wfAtmVclStatsVcIndex.1103101.2.33 = 135170

wfAtmVclStatsEntry.wfAtmVclXmtCells.1103101.2.33 =

         x00 x00 x00 x00 x00 x01 x0A x4D                          
  <- Notice the values for Rcv and Xmt wfAtmVclStatsEntry.wfAtmVclRcvCells.1103101.2.33 =                      are in hex

         x00 x00 x00 x00 x00 x01 x07 xD8

wfAtmVclStatsEntry.wfAtmVclRcvSequenceNumErrs.1103101.2.33 = 0

wfAtmVclStatsEntry.wfAtmVclRcvInvalidLenErrs.1103101.2.33 = 0 <- Indicates cells have been 

 








dropped

wfAtmVclStatsEntry.wfAtmVclRcvMissingEomErrs.1103101.2.33 = 0

wfAtmVclStatsEntry.wfAtmVclRcvBufferOflowErrs.1103101.2.33 = 0

wfAtmVclStatsEntry.wfAtmVclRcvMaxLenExceedErrs.1103101.2.33 = 0

wfAtmVclStatsEntry.wfAtmVclRcvTrailerErrs.1103101.2.33 = 0

wfAtmVclStatsEntry.wfAtmVclRcvAbortErrs.1103101.2.33 = 0

wfAtmVclStatsEntry.wfAtmVclRcvPacketLengthErrs.1103101.2.33 = 0

wfAtmVclStatsEntry.wfAtmVclRcvReassemAbortErrs.1103101.2.33 = 0

wfAtmVclStatsEntry.wfAtmVclRcvCrcErrs.1103101.2.33 = 0
<- Indicates HEC errors due to










a bad connection 

wfAtmMpeEntry

If  the number of  Rx cells/frames is incrementing in the 





wfAtmVclStatsEntry, but no data is being received by the upper layer protocols then check this MIB object.  There will one instance for each PVC defined for LLC/SNAP encapsulation.  It contains counters for frames discarded due to invalid PIDs, NLPID, DSAPs, and SSAPs.

wfAtmAlcCopDataPathEntry
Contains information  on  the ATM co-processor buffer utilization, 



cells received and transmitted, and clipped frames.  This object should be used for finding statistics/counts of data RECEIVED by the I/O module.  The breakdown of types  cells received and transmitted has not been implemented and will always reflect a value of 0, but the total Rx and Tx cell count is correct.

TI Prompt>l -i wfAtmAlcCopDataPathEntry

inst_ids  = 1103101                                          <- one per Tsunami ATM interface

TI Prompt>get wfAtmAlcCopDataPathEntry.*.1103101

wfAtmAlcCopDataPathEntry.wfAtmAlcCopDataPathIndex.1103101 = 1103101

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtPackets.1103101 = 67839

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtBuffers.1103101 = 67839

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtErrBuffers.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtCells.1103101 =

         x00 x00 x00 x00 x00 x02 x6A xE9                                                                <- value in hex

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtUnassCells.1103101 = 0    < not implemented

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtIdleCells.1103101 = 0        < not implemented

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtUserCells.1103101 = 0       < not implemented

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtOctets.1103101 = 6427460

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvPackets.1103101 = 22524

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvClipPackets.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvBuffers.1103101 = 22524

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvErrBuffers.1103101 = 0
wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvClipBuffers.1103101 = 0 <- This indicates that data 










has been lost due to in-










sufficient buffers. 
wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvSarDropBuffers.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvCells.1103101 =

         x00 x00 x00 x00 x00 x01 x07 xEC

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvDropCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvUnassCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvIdleCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvUserCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvSarDropCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvOctets.1103101 = 2253612

wfAtmAlcDrvEntry
This object should be used for finding out statistics/counts of data 




TRANMITTED by the Tsunami ATM link module

TI Prompt>l -i wfAtmAlcDrvEntry


inst_ids  = 3.1         <the ATM card was located in slot 3

TI Prompt>get wfAtmAlcDrvEntry.*.3.1

wfAtmAlcDrvEntry.wfAtmAlcDelete.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcDisable.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcState.3.1 = 1
<- the ATM line is up and active

wfAtmAlcDrvEntry.wfAtmAlcSlot.3.1 = 3

wfAtmAlcDrvEntry.wfAtmAlcPort.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcCct.3.1 = 4
wfAtmAlcDrvEntry.wfAtmAlcLineNumber.3.1 = 1103101  < used in the instance portion of the 

wfAtmAlcDrvEntry.wfAtmAlcType.3.1 = 1                                   wfAtmVclConfEntry

wfAtmAlcDrvEntry.wfAtmAlcMtu.3.1 = 4608

wfAtmAlcDrvEntry.wfAtmAlcSpeed.3.1 = 155520000

wfAtmAlcDrvEntry.wfAtmAlcLastChange.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcInterfaceStatus.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcInterfaceIndex.3.1 = 4

wfAtmAlcDrvEntry.wfAtmAlcDpNotify.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcDpNotifyTimeout.3.1 = 3

wfAtmAlcDrvEntry.wfAtmAlcConfControlQSize.3.1 = 10

wfAtmAlcDrvEntry.wfAtmAlcConfIntqSize.3.1 = 100

wfAtmAlcDrvEntry.wfAtmAlcConfLogqSize.3.1 = 25

wfAtmAlcDrvEntry.wfAtmAlcConfNumXmtQueues.3.1 = 24   < There are multiple transmit queues

wfAtmAlcDrvEntry.wfAtmAlcUseDebugger.3.1 = 2

         Users CANNOT determine how
wfAtmAlcDrvEntry.wfAtmAlcConfXmtClipSlotMax.3.1 = 0
         they are used

wfAtmAlcDrvEntry.wfAtmAlcXmtClipSlotMax.3.1 = 160

wfAtmAlcDrvEntry.wfAtmAlcConfXmtClipQueueMax.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcXmtClipQueueMax.3.1 = 80

wfAtmAlcDrvEntry.wfAtmAlcConfXmtClipQueueMin.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcXmtClipQueueMin.3.1 = 5

wfAtmAlcDrvEntry.wfAtmAlcXmtQueueBurst.3.1 = 40

wfAtmAlcDrvEntry.wfAtmAlcXmtPackets.3.1 = 67857

wfAtmAlcDrvEntry.wfAtmAlcXmtPacketClips.3.1 = 0         <    The parameter is described below 

wfAtmAlcDrvEntry.wfAtmAlcXmtOctets.3.1 = 6429164
       and indicates possible Tx congestion
wfAtmAlcDrvEntry.wfAtmAlcOutQLen.3.1 = 2

wfAtmAlcDrvEntry.wfAtmAlcRcvPackets.3.1 = 22530

wfAtmAlcDrvEntry.wfAtmAlcRcvReplenMisses.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcConfRcvBuffersMax.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcRcvBuffersMax.3.1 = 96

wfAtmAlcDrvEntry.wfAtmAlcMadrCt.3.1 = 522

wfAtmAlcDrvEntry.wfAtmAlcMadr.3.1 =


< MAC address of the interface

         x00 x00 xA2 x0C xD2 xD9

If data is getting lost check to see if there is transmit congestion on the ATM port resulting in clipped frames (dropped frames because there is no room on the outgoing queue)



ti prompt> get wfAtmAlcDrvEntry.wfAtmAlcXmtPacketClips.*

Or if data is getting because there are no buffer to  hold received traffic (dropped frames because there is no room on the incoming queue)

        

ti prompt> get wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvClipPackets.*

Also remember that for 8.10 adjcent hosts need to be added if the router has a VCL going to non-Bay ATM equipment and the user   wants to run IP (like a Sparc station that has an ATM card).  The format of the MAC address is VPI/VCI.

The following document includes a sample ATM log and brief explanation of the ATM I/O architecture.  It was taken from a BN router that contained a Multi mode OC-3 ATM interface.  The interface was configured with 3 PVCs (0/33,0/34,and 0/35). Two of the PVCs were group mode, and the other was direct mode.

This log is to be used to possibly identify what is wrong with an ATM interface.  At the end of the log are some explanations of log messages not seen in the example, but that might occur otherwise, and a list of MIB variables that you should look at when trying to determine customer problems.

Also remember that routers with ATM interface cards need to be running at least 8.10 fix 1

===========================================================================

#   155: 03/08/95 14:57:33.996  DEBUG    SLOT  3  LOADER            Code:  43

Image atm.exe loaded successfully from 3:bn.exe

The router has a config file that specifies ATM is configured on slot 3.  LOADER goes to the

image BN.EXE to "load" ATM.EXE on the slot.  The three modules loaded are ATM.EXE, ATMALC.EXE, and ATMALCOP.EXE.

ATM.EXE is the Data Path (DP) portion of the ATM  product and is responsible for getting data from the protocols and forwarding it  to the driver code.  This is analogus to the convergence layer in the ATM model.   ATMALC.EXE is the host/FRE code that interfaces with the module that drives the 68040 found on the ATM I/O module (ATMALCOP.exe).  These two modules provide the functionality of the AAL, ATM, and Physical Layer in the ATM model.

#   157: 03/08/95 14:57:34.003  DEBUG    SLOT  3  LOADER            Code:  15

Loader starting application atm.exe, address 0x30481090, gate id = 0x000d3

#   158: 03/08/95 14:57:34.007  INFO     SLOT  3  ATM               Code:   1

Slot 3 : ATM Service provided.

The ATM.EXE module has been successfully loaded and started on the slot

#   198: 03/08/95 14:57:35.972  DEBUG    SLOT  3  LOADER            Code:  43

Image atmalc.exe loaded successfully from 3:bn.exe

#   200: 03/08/95 14:57:35.980  DEBUG    SLOT  3  LOADER            Code:  15

Loader starting application atmalc.exe, address 0x3045d230, gate id = 0x000d2

The loader has found, loaded, and started the ATM driver coder ATMALC.EXE

#   201: 03/08/95 14:57:35.984  INFO     SLOT  3  MODULE            Code:   7

Service initializing.
#   202: 03/08/95 14:57:35.984  INFO     SLOT  3  ATMINTF           Code:   3

Service initializing.

The driver ATMALC has started initialization process

#   203: 03/08/95 14:57:35.988  INFO     SLOT  3  MODULE            Code:   6

ATM I/O module is present.

#   204: 03/08/95 14:57:36.019  INFO     SLOT  3  ATMINTF           Code:  18

Port 1: SONET/SDH STS-3c OC-3 multimode physical interface.

The driver code has "found" the I/O module and determined what kind it is.  Currently

the only other supported physical interface is OC-3 singlemode.

#   237: 03/08/95 14:57:36.863  DEBUG    SLOT  3  ATMINTF           Code:  48

Port 1: driver structures not all in DPRAM; idx = 1; addr = (80001000); size = (00007000).

There is memory set aside for I/O to FRE communication.  This message indicates  memory structures are not located in Dual Port RAM (DPRAM), which is faster RAM and found on FRE IIs with more than 8 meg of memory.  This is an info message, and may go away in the future.

#   283: 03/08/95 14:57:41.124  INFO     SLOT  3  ATMINTF           Code:  11

Coprocessor image atmalcop.exe loaded on link module (28258 bytes).

The code that drives the 68040 on the I/O module has been loaded down

#   284: 03/08/95 14:57:41.753  DEBUG    SLOT  3  PCAP              Code:  67

interface became local - line 1103101

intf gate spawned - line 1103101

#   285: 03/08/95 14:57:41.761  DEBUG    SLOT  3  PCAP              Code:  65

wait_state - line 1103101

#   286: 03/08/95 14:57:41.839  DEBUG    SLOT  3  ATMINTF           Code:  81

Port 1: translation device initialization complete.

Port 1: coprocessor control initialization complete.


env
(0x433040)  ecb_tbl  (0x4333c0)  ccb_tbl (0x4334f8)


xcb_tbl (0x433050)  tint_tbl (0x43353c)  vcb_tbl (0x4337e4)

If users do not see the above messages there will be no ATM connectivity because the I/O  module

has not been initialized

#   287: 03/08/95 14:57:41.839  INFO     SLOT  3  ATMINTF           Code:  12

Coprocessor initialization complete.

#   288: 03/08/95 14:57:41.847  DEBUG    SLOT  3  ATMINTF           Code:  95

Port 1: coprocessor queue initialization complete.


trq (0x17051f0)  tpq (0x17050e0)


rfq (0x17060e0)  rrq (0x17061c0)

These queues are in on the I/O and used to communicate between co-processor other I/O components.

They not not the same as RX and TX buffer queues.

#   289: 03/08/95 14:57:41.851  INFO     SLOT  3  ATMINTF           Code:  13

Port 1: SAR device initialization complete.

#   290: 03/08/95 14:57:41.871  INFO     SLOT  3  ATMINTF           Code:  14

Port 1: framer device initialization complete.
If no fiber is plugged into the ATM i/o module the ATM log will stop here.  The circuit will

not be brought up until the Rx interface can detect a  physical light source and cell delineation.  If the Rx fiber is present, but the Tx fiber is pulled out, the interface will  come all the way up.  Currently there is no way to detect if the Tx fiber fails.  If a user has crossed Rx and Tx this will be as port will come up since it cannot detect a physical light source and thus cannot detect cell deliniation.

wfAtmAlcDrvEntry is in a state of 4 at this point in time (up(1),down(2), init(3), download(4), config(5), notpresent(20))

#   291: 03/08/95 14:57:42.121  DEBUG    SLOT  3  ATMINTF           Code:  44

Port 1: framer into cell delineation.

Cell deliniation comes when  the  ATM chipset has successfully detected 7 ATM cells and has "synced up" its sampling of the incoming cell data stream.  These cells can be idle cells or data cells, but those 7 ATM cells will be lost data.

#   292: 03/08/95 14:57:42.121  INFO     SLOT  3  ATMINTF           Code:   9

Port 1: transceiver connected.

#   293: 03/08/95 14:57:42.132  INFO     SLOT  3  ATMINTF           Code:  10

Port 1: data path service available.

#   294: 03/08/95 14:57:42.152  INFO     SLOT  3  ATMINTF           Code:   4

Port 1: service available.

The driver code (ATMALC.EXE) is now capable of receiving and transmitting data, and telling DP (Data Path) it is okay to register on this circuit.

#   298: 03/08/95 14:57:42.183  DEBUG    SLOT  3  ATMINTF           Code:  71

Port 1: virtual channel (call reference 3) reserved;


CID= 34, PCR= 50000, SCR= 50000, BURST= 100, RQ= 12

Port 1: virtual channel (call reference 2) reserved;


CID= 33, PCR= 50000, SCR= 50000, BURST= 100, RQ= 12

Port 1: virtual channel (call reference 1) reserved;


CID= 32, PCR= 50000, SCR= 50000, BURST= 100, RQ= 12

The driver code is reserving resources based on the customer PVC (VPI/VCI) configuration.  There are 3 VPI/VCI pairs in the configuration trying to be established.  The CID field is not configured, but generated and used internally for table look ups, it has nothing to do with the VPI/VCI id.  PCR = peak cell rate, SCR= sustainable cell rate, and BURST is burst rate, all three configured by the user on a per PVC basis.  RQ is rate queue and is not configured by the user, but are determined by the configured PCR andSCR rates.

#   300: 03/08/95 14:57:42.199  INFO     SLOT  3  ARP               Code:   1

Service is up on circuit 3

#   301: 03/08/95 14:57:42.226  DEBUG    SLOT  3  IP                Code:  10

Interface 169.169.100.1 Added to pools

#   303: 03/08/95 14:57:42.234  DEBUG    SLOT  3  DP                Code:  23

Adding VC gate w/GH 0x1e602 to cct 3
#   307: 03/08/95 14:57:42.312  INFO     SLOT  3  ATM               Code:   2

Line 1103101 : ATM Service activated on Interface.

#   308: 03/08/95 14:57:42.316  INFO     SLOT  3  DP                Code:   3

Circuit 3 up.

The ATM driver code has notifed ATM.EXE that it is up and active and able to handle VC requests

#   309: 03/08/95 14:57:42.328  DEBUG    SLOT  3  IP                Code:  13

Client on 169.169.100.1 for protocol 89 port 0 is up

#   310: 03/08/95 14:57:42.363  DEBUG    SLOT  3  DP                Code:  11

ISAP gate for 0x140806 on cct 3 died.

#   311: 03/08/95 14:57:42.382  DEBUG    SLOT  3  DP                Code:  23

Adding VC gate w/GH 0x6014 to cct 3

#   312: 03/08/95 14:57:42.382  INFO     SLOT  3  ATM               Code:   8

Line 1103101 : vpi/vci 0/33 has been activated.

#   313: 03/08/95 14:57:42.386  DEBUG    SLOT  3  DP                Code:  23

A WAN media has been registered on this slot.

The ATM  code has requested the driver open VPI/VCI  0/33, and then informs DP about the VC that it is now available for use by the upper level protocols.

#   314: 03/08/95 14:57:42.394  DEBUG    SLOT  3  IP                Code:  15

Rip Update Gate 169.169.100.1 is up

#   315: 03/08/95 14:57:42.398  DEBUG    SLOT  3  IP                Code:  16

Rip Recv Gate 169.169.100.1 is up

#   316: 03/08/95 14:57:42.417  DEBUG    SLOT  3  DP                Code:  23

Adding VC gate w/GH 0x627e to cct 3

#   317: 03/08/95 14:57:42.421  INFO     SLOT  3  ATM               Code:   8

Line 1103101 : vpi/vci 0/34 has been activated.

Before the ATM code request the driver open a VPI/VCI a VC  gate is added.  This log message should preceed every "line XXX: vpi/vci has been activated" message.  Check for this gate's existance if packets from the higher level protocols are not being passed down to the driver.

#   323: 03/08/95 14:57:42.464  INFO     SLOT  3  ARP               Code:   1

Service is up on circuit 8

#   324: 03/08/95 14:57:42.484  DEBUG    SLOT  3  IP                Code:  10

Interface 100.100.1.33 Added to pools

#   325: 03/08/95 14:57:42.488  INFO     SLOT  3  IP                Code:   2

Interface 100.100.1.33 up on circuit 8

#   326: 03/08/95 14:57:42.496  DEBUG    SLOT  3  GAME              Code:  97

SOLO (0x00408): election CLOSED 0x10000000 (repl=bc000009/3c000000)

#   327: 03/08/95 14:57:42.511  DEBUG    SLOT  3  ARP               Code:   3

Arp Client 100.100.1.33 registered

#   328: 03/08/95 14:57:42.519  DEBUG    SLOT  3  IP                Code:  13

Client on 100.100.1.33 for protocol 89 port 0 is up

#   329: 03/08/95 14:57:42.535  DEBUG    SLOT  3  IP                Code:  15

Rip Update Gate 100.100.1.33 is up

#   330: 03/08/95 14:57:42.539  DEBUG    SLOT  3  IP                Code:  16

Rip Recv Gate 100.100.1.33 is up

#   332: 03/08/95 14:57:42.582  INFO     SLOT  3  ATM               Code:   8

Line 1103101 : vpi/vci 1/33 has been activated.

#   333: 03/08/95 14:57:42.585  INFO     SLOT  3  DP                Code:   3

Circuit 8 up.

#   334: 03/08/95 14:57:42.589  INFO     SLOT  3  ATMINTF           Code:  15

Port 1: virtual channel VPI=0/VCI=33 (call reference 1) activated.

#   335: 03/08/95 14:57:42.601  INFO     SLOT  3  ATMINTF           Code:  15

Port 1: virtual channel VPI=0/VCI=34 (call reference 2) activated.

#   336: 03/08/95 14:57:42.605  INFO     SLOT  3  ATMINTF           Code:  15

Port 1: virtual channel VPI=1/VCI=33 (call reference 3) activated.

#   337: 03/08/95 14:57:42.605  DEBUG    SLOT  3  ATMINTF           Code:  72

Port 1: virtual channel (call reference 3) activated;


CID= 34, VPI= 1, VCI= 33, VCID= 0x00021001, RGH= 0x1000628c

Port 1: virtual channel (call reference 2) activated;


CID= 33, VPI= 0, VCI= 34, VCID= 0x00022000, RGH= 0x10006269

Port 1: virtual channel (call reference 1) activated;


CID= 32, VPI= 0, VCI= 33, VCID= 0x00021000, RGH= 0x10006269

The resources that were previously reserved have now been committed (and programmed into  the ATM chip set) and have the VPI/VCI numbers configured by the user are mapped to the CID numbers generated by the router.

#   338: 03/08/95 14:57:42.636  DEBUG    SLOT  3  ATM               Code:  43

ATM VC_MOD succeeded for line 1103101, vc_id 135168, call reference 1.

ATM VC_MOD succeeded for line 1103101, vc_id 139264, call reference 2.

ATM VC_MOD succeeded for line 1103101, vc_id 135169, call reference 3.

The ATM driver has told ATM.EXE the requested VCs are up and active.  VC initilization is complete.

#   339: 03/08/95 14:57:47.871  DEBUG    SLOT  3  TFTP              Code:  23

Subsystem detected IP Delivery Service.

#   340: 03/08/95 14:57:47.874  DEBUG    SLOT  3  SNMP              Code:  43

Start soloist set/reset stability timer, next start type = 0.

#   341: 03/08/95 14:57:47.878  DEBUG    SLOT  3  IP                Code:  12

Delivery gate is UP!

#   342: 03/08/95 14:57:47.894  DEBUG    SLOT  3  IP                Code:  13

Client on 100.100.1.33 for protocol 17 port 520 is up

#   343: 03/08/95 14:57:47.898  DEBUG    SLOT  3  IP                Code:  13

Client on 169.169.100.1 for protocol 17 port 520 is up

#   344: 03/08/95 14:57:47.902  DEBUG    SLOT  3  IP                Code:  13

Client on 169.169.100.1 for protocol 17 port 69 is up

#   345: 03/08/95 14:57:47.910  DEBUG    SLOT  3  TFTP              Code:  16

Subsystem transitioned to READY state.

#   346: 03/08/95 14:57:47.910  DEBUG    SLOT  3  IP                Code:  13

Client on 100.100.1.33 for protocol 17 port 69 is up

#   347: 03/08/95 14:57:47.910  DEBUG    SLOT  3  TFTP              Code:  14

Client initialized.

#   348: 03/08/95 14:57:47.914  DEBUG    SLOT  3  IP                Code:  13

Client on 100.100.1.33 for protocol 17 port 161 is up

Client on 169.169.100.1 for protocol 17 port 161 is up

#   349: 03/08/95 14:57:48.871  DEBUG    SLOT  3  IP                Code:  38

Client on 100.100.1.33 for TCP local 21 remote 0 is up

Client on 169.169.100.1 for TCP local 21 remote 0 is up

#   350: 03/08/95 14:57:48.874  DEBUG    SLOT  3  IP                Code:  38

Client on 100.100.1.33 for TCP local 23 remote 0 is up

Client on 169.169.100.1 for TCP local 23 remote 0 is up

At this point the fiber inserted into the Rx port of the ATM card was removed so cell 

delineation was lost.

#   361: 03/08/95 15:01:38.371  DEBUG    SLOT  3  ATMINTF           Code:  45

Port 1: framer detected loss of signal.

"Signal" here pretains to loss of a light source since the Rx fiber was pulled out

#   362: 03/08/95 15:01:38.371  WARNING  SLOT  3  ATMINTF           Code:  27

Port 1: transceiver disconnected.

#   363: 03/08/95 15:01:41.386  WARNING  SLOT  3  ATMINTF           Code:  21

Port 1: data path service withdrawn.

#   364: 03/08/95 15:01:41.402  DEBUG    SLOT  3  DP                Code:  23

dp_line_map - Line GH 0x90006281 died, cct 8

DP VC Gate Died

The previous event on slot 3 repeated 1 time(s).  [Code 77]

dp_line_map - Line GH 0x9000626a died, cct 3

The gates associated with the ATM PVCs die and all the protocols configured on the PVCs get killed. The ATM driver is also killed and is re-initialized.

#   365: 03/08/95 15:01:41.449  INFO     SLOT  3  ATMINTF           Code:   5

Port 1: service withdrawn.

#   367: 03/08/95 15:01:41.449  INFO     SLOT  3  ATM               Code:   4

Line 1103101 : ATM Service is down

#   368: 03/08/95 15:01:41.449  DEBUG    SLOT  3  DP                Code:  41

LINE_DOWN msg rcvd for line gate 0x10006281 on cct 8.

Found dead line 0x10006281

#   369: 03/08/95 15:01:41.453  DEBUG    SLOT  3  DP                Code:  23

Last line 0x10006281 in cct 8 died, killing circuit gate

DP killing CC gate for cct 8.

#   370: 03/08/95 15:01:41.453  INFO     SLOT  3  IP                Code:   3

Interface 100.100.1.33 down on circuit 8

#   372: 03/08/95 15:01:41.468  INFO     SLOT  3  DP                Code:   2

Circuit 8 down.

#   373: 03/08/95 15:01:41.468  DEBUG    SLOT  3  DP                Code:  41

LINE_DOWN msg rcvd for line gate 0x1000626a on cct 3.

Found dead line 0x1000626a

Last line 0x1000626a in cct 3 died, killing circuit gate

DP killing CC gate for cct 3.

#   374: 03/08/95 15:01:41.492  INFO     SLOT  3  IP                Code:   3

Interface 169.169.100.1 down on circuit 3
#   375: 03/08/95 15:01:41.503  DEBUG    SLOT  3  GAME              Code:  87

mapping [0x304e76f6] of dying 0x0627b @ 0x0badadde survived

(owner=0x00049 @ 0x304c3054, map_act=0x304c9918, gh=0x304e7e84->0x0000627b)

mapping [0x304e76d2] of dying 0x06279 @ 0x0badadde survived

(owner=0x00049 @ 0x304c3054, map_act=0x304c9918, gh=0x304e7d14->0x00006279)

#   376: 03/08/95 15:01:41.503  INFO     SLOT  3  DP                Code:   2

Circuit 3 down.

#   377: 03/08/95 15:01:41.507  DEBUG    SLOT  3  ARP               Code:   4

Arp Client 100.100.1.33 de-registered

#   378: 03/08/95 15:01:41.507  INFO     SLOT  3  ARP               Code:   2

Service is down on circuit 8

#   379: 03/08/95 15:01:41.511  DEBUG    SLOT  3  ARP               Code:   4

Arp Client 169.169.100.1 de-registered

#   380: 03/08/95 15:01:41.511  INFO     SLOT  3  ARP               Code:   2

Service is down on circuit 3

#   381: 03/08/95 15:01:41.531  DEBUG    SLOT  3  GAME              Code:  86

gate 0x0628e being killed by 0x00049 @ 0x304c3054 is dead - ignored

g_req called from ip.exe+0001b89a
#   382: 03/08/95 15:01:41.535  INFO     SLOT  3  ATMINTF           Code:  18

Port 1: SONET/SDH STS-3c OC-3 multimode physical interface.

The ATM physical interface is re-initialized.

#   383: 03/08/95 15:01:41.542  DEBUG    SLOT  3  GAME              Code:  86

gate 0x06279 being killed by 0x00049 @ 0x304c3054 is dead - ignored

g_req called from ip.exe+0001b89a

#   384: 03/08/95 15:01:41.550  DEBUG    SLOT  3  GAME              Code:  86

gate 0x0627b being killed by 0x00049 @ 0x304c3054 is dead - ignored

g_req called from ip.exe+0001b89a

#   385: 03/08/95 15:01:41.707  DEBUG    SLOT  3  ATMINTF           Code:  48

Port 1: driver structures not all in DPRAM; idx = 1; addr = (80001000); size = (00007000).

#   386: 03/08/95 15:01:41.707  DEBUG    SLOT  3  NVFS              Code:  63

Volume 3: NVFS manager is opening file 'bn.exe' for reading

#   387: 03/08/95 15:01:41.957  DEBUG    SLOT  3  LOADER            Code:  43

Image atmalcop.exe loaded successfully from 3:bn.exe

#   389: 03/08/95 15:01:41.972  INFO     SLOT  3  ATMINTF           Code:  11

Coprocessor image atmalcop.exe loaded on link module (28258 bytes).

#   392: 03/08/95 15:01:42.683  DEBUG    SLOT  3  ATMINTF           Code:  81

Port 1: translation device initialization complete.

Port 1: coprocessor control initialization complete.


env
(0x433040)  ecb_tbl  (0x4333c0)  ccb_tbl (0x4334f8)


xcb_tbl (0x433050)  tint_tbl (0x43353c)  vcb_tbl (0x4337e4)

#   393: 03/08/95 15:01:42.683  INFO     SLOT  3  ATMINTF           Code:  12

Coprocessor initialization complete.

The co-processor on the I/O module is reloaded and re-initialized

#   394: 03/08/95 15:01:42.695  DEBUG    SLOT  3  ATMINTF           Code:  95

Port 1: coprocessor queue initialization complete.


trq (0x17051f0)  tpq (0x17050e0)


rfq (0x17060e0)  rrq (0x17061c0)

#   395: 03/08/95 15:01:42.695  INFO     SLOT  3  ATMINTF           Code:  13

Port 1: SAR device initialization complete.

#   396: 03/08/95 15:01:42.714  INFO     SLOT  3  ATMINTF           Code:  14

Port 1: framer device initialization complete.

#   397: 03/08/95 15:01:42.996  INFO     SLOT  3  ATMINTF           Code:   4

Port 1: service available.

The code will stay in this state until it detects a ligh source on the Rx port and can successfully detect/sample 7 ATM cells.

#   400: 03/08/95 15:02:52.964  DEBUG    SLOT  3  ATMINTF           Code:  44

Port 1: framer into cell delineation.

Plugged the Rx fiber back in and the ATM chipset was able to detect 7 ATM cells and enter into cell deliniation.
#   401: 03/08/95 15:02:52.964  INFO     SLOT  3  ATMINTF           Code:   9

Port 1: transceiver connected.

#   402: 03/08/95 15:02:52.972  INFO     SLOT  3  ATMINTF           Code:  10

Port 1: data path service available.

Additional Log Messages:

If users see the message "ATM VC mod failed" there was a problem with the VC request sent to the driver.  It will usuall be preceeded by the a message "VC ATM add failed".  The mod failed message will return an error code indicating the reason for the failure.  Here are the error codes taken from the file atm_pub.h found in the include directory.


/* Return code values: each request within a buffer */


#define ATM_ERR_BAD_VC          4    /* VPI/VCI already committed */


#define ATM_ERR_NO_RESOURCE     5    /* Insufficient resources to satisfy */


#define ATM_ERR_NO_VC_AVAIL     6    /* Max active VCs reached */


#define ATM_ERR_COP_ERR         7    /* Coprocessor returned an error */


#define ATM_ERR_BAD_CALLREF     8    /* Commit callref != Reserve callref */


#define ATM_FWD_FAILURE         9    /* g_fwd to driver failure */  

If this message appears in the log users want to first check the VC definition in the configuration file and make sure an unsupported AAL type has not been defined, or if an over-subscription of the port cell rate has occurred.

Trouble Shooting 9.01 and Later Software: tc "Trouble Shooting Post 9.01 Software"
Releases 9.01 and later support 802.3 LAN Emulation on the ARE and FRE II ATM Link Module, release 11.1 adds support for 802.5 LANE.  9.01 and later releases also contain support for RFC 1577 (Classical IP over ATM).  Currently the ATM interfaces supported include 155 OC3 MM and SM, DS3, and E3 interfaces.

The ARE uses two Power PC chips.  To utilize both chips the customer must be running release 10.01 and the AREs must be rev 4.  FREs use the Motorola chip set.  To support the new PPC (Power PC) chipset BN.EXE needed to include executables compiled to run on the chip set.  The modules that run on FREs end in the suffix “.exe” and modules that run on the ARE end in the suffix “.ppc”.  This is the main reason for the size differences between images that support the ARE and images that do not.  There are two images that support the ARE: the bn.exe found in the directory “ATM”, and the bn.exe found in the directory “VNR”.  The “ATM”  bn.exe does NOT support LAN Emulation so customers running that image will be able to configure LANE but it will fail to come up when the system boots up.  “ATM” bn.exe does support RFC 1577, Classical IP over ATM. The “VNR” bn.exe contains all the modules needed to run LANE and

RFC 1577.  This is the most common problem, and its symptoms are described in detail later on in this document.

The low level ATM MIB(driver/interface) structure that can be used to trouble shoot ATM problems is dependent if a FRE II ATM or ARE card is being used. To make that determination simple do a get wfHwEntry on the slot in question:

Results of a get wfHwEntry on a ATM module in slot 5:

TI Prompt >get wfHwEntry.*.5

Look for the following attributes:

wfHwEntry.wfHwDiagPromSource.5 = "bfdiag/src/int_11/mb/arediag.ppc" <Slot is ARE 

wfHwEntry.wfHwBootPromSource.5 = "int/9.01/2/areboot.ppc"   

<Slot is ARE

wfHwEntry.wfHwConfigFile.5 = "2:config"   


< Shows what slot:config was 

booted

wfHwEntry.wfHwActiveImageName.5 = "2:bn.exe"     

< Shows what image of  slot was 

booted off of.

wfHwEntry.wfHwActiveImageSource.5 = "int/9.01/42"

<Revision of image
Low Level (Driver/Physical) ATM MIB objects: tc "Driver MIB Objects"
FRE II ATM (Tsunami): tc "FRE II ATM  MIB"
The MIB objects  for this type of ATM hardware that  should be looked at are marked in bold :


wfAtmAlcDrvEntry 

wfAtmAlcXmtqEntry


wfAtmAlcCopConfEntry 


wfAtmAlcCopHwEntry 


wfAtmAlcCopInfoEntry


wfAtmAlcCopDataPathEntry 

wfAtmAlcCopErrorEntry 

wfAtmAlcSarConfEntry 


wfAtmAlcSarTrafficMgtEntry


wfAtmAlcSarRateQueueEntry


wfAtmAlcFrmConfEntry 

wfAtmAlcCopDataPathEntry
Contains information  on  the ATM co-processor buffer utilization, 




cells RECEIVED and transmitted, and clipped frames.  This object should be used for finding statistics/counts of data received by the I/O module.  The breakdown of types  cells received and transmitted has not been implemented and will always reflect a value of 0, but the total Rx and Tx cell count is correct.

wfAtmAlcDrvEntry

This object should be used for finding out  the aggregate 

statistics/counts of data TRANSMITTED by the Tsunami ATM link module

wfAtmAlcCopErrorEntry
This module contains information about physical errors such as link 

delineation errors.

TI Prompt>l -i wfAtmAlcCopDataPathEntry

inst_ids  = 1103101                                         

One per Tsunami ATM interface, instance ID is the line number

TI Prompt>get wfAtmAlcCopDataPathEntry.*.1103101

wfAtmAlcCopDataPathEntry.wfAtmAlcCopDataPathIndex.1103101 = 1103101

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtPackets.1103101 = 67839

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtBuffers.1103101 = 67839

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtErrBuffers.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtCells.1103101 =

         x00 x00 x00 x00 x00 x02 x6A xE9                                                               

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtUnassCells.1103101 = 0    < not implemented

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtIdleCells.1103101 = 0        < not implemented

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtUserCells.1103101 = 0       < not implemented

wfAtmAlcCopDataPathEntry.wfAtmAlcCopXmtOctets.1103101 = 6427460

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvPackets.1103101 = 22524  < Aggregate number of 










packets received on 










interface

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvClipPackets.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvBuffers.1103101 = 22524

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvErrBuffers.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvClipBuffers.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvSarDropBuffers.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvCells.1103101 =

< Aggregate number of 

x00 x00 x00 x00 x00 x01 x07 xEC





cells  received on 










interface   

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvDropCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvUnassCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvIdleCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvUserCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvSarDropCells.1103101 = 0

wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvOctets.1103101 = 2253612

TI Prompt>l -i wfAtmAlcDrvEntry

inst_ids  = 3.1         <the ATM card was located in slot 3

TI Prompt>get wfAtmAlcDrvEntry.*.3.1

wfAtmAlcDrvEntry.wfAtmAlcDelete.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcDisable.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcState.3.1 = 1
<- the ATM line is up and active

wfAtmAlcDrvEntry.wfAtmAlcSlot.3.1 = 3

(2 would indicate interface is down)
wfAtmAlcDrvEntry.wfAtmAlcPort.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcCct.3.1 = 4

wfAtmAlcDrvEntry.wfAtmAlcLineNumber.3.1 = 1103101  < used in the instance portion of the 

wfAtmAlcDrvEntry.wfAtmAlcType.3.1 = 1                                   wfAtmVclConfEntry
wfAtmAlcDrvEntry.wfAtmAlcMtu.3.1 = 4608

wfAtmAlcDrvEntry.wfAtmAlcSpeed.3.1 = 155520000

wfAtmAlcDrvEntry.wfAtmAlcLastChange.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcInterfaceStatus.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcInterfaceIndex.3.1 = 4

wfAtmAlcDrvEntry.wfAtmAlcDpNotify.3.1 = 1

wfAtmAlcDrvEntry.wfAtmAlcDpNotifyTimeout.3.1 = 3

wfAtmAlcDrvEntry.wfAtmAlcConfControlQSize.3.1 = 10

wfAtmAlcDrvEntry.wfAtmAlcConfIntqSize.3.1 = 100

wfAtmAlcDrvEntry.wfAtmAlcConfLogqSize.3.1 = 2

wfAtmAlcDrvEntry.wfAtmAlcConfNumXmtQueues.3.1 = 24   < There are multiple transmit queues
wfAtmAlcDrvEntry.wfAtmAlcUseDebugger.3.1 = 2


Users CANNOT determine how
wfAtmAlcDrvEntry.wfAtmAlcConfXmtClipSlotMax.3.1 = 0

they are used
wfAtmAlcDrvEntry.wfAtmAlcXmtClipSlotMax.3.1 = 160

wfAtmAlcDrvEntry.wfAtmAlcConfXmtClipQueueMax.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcXmtClipQueueMax.3.1 = 80

wfAtmAlcDrvEntry.wfAtmAlcConfXmtClipQueueMin.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcXmtClipQueueMin.3.1 = 5

wfAtmAlcDrvEntry.wfAtmAlcXmtQueueBurst.3.1 = 40

wfAtmAlcDrvEntry.wfAtmAlcXmtPackets.3.1 = 67857

wfAtmAlcDrvEntry.wfAtmAlcXmtPacketClips.3.1 = 0         <The parameter is described below 

wfAtmAlcDrvEntry.wfAtmAlcXmtOctets.3.1 = 6429164
and indicates possible Tx congestion
wfAtmAlcDrvEntry.wfAtmAlcOutQLen.3.1 = 2

wfAtmAlcDrvEntry.wfAtmAlcRcvPackets.3.1 = 22530

wfAtmAlcDrvEntry.wfAtmAlcRcvReplenMisses.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcConfRcvBuffersMax.3.1 = 0

wfAtmAlcDrvEntry.wfAtmAlcRcvBuffersMax.3.1 = 96

wfAtmAlcDrvEntry.wfAtmAlcMadrCt.3.1 = 522

wfAtmAlcDrvEntry.wfAtmAlcMadr.3.1 =


<MAC address of card. Used in 20 

         x00 x00 xA2 x0C xD2 xD9



byte ATM address is “autogeneration”

                                  




is enabled in service record

If data is getting lost check to see if there is transmit congestion on the ATM port resulting in clipped frames (dropped frames because there is no room on the outgoing queue)



ti prompt> get wfAtmAlcDrvEntry.wfAtmAlcXmtPacketClips.*

Or if data is getting lost because there are no buffers to  hold received traffic (dropped frames because there is no room on the incoming queue)

        

ti prompt> get wfAtmAlcCopDataPathEntry.wfAtmAlcCopRcvClipPackets.*

VCL(VPI/VCI) Stats Information for Tsunami is in the MIB object: 


wfAtmVclStatsEntry = 1.3.6.1.4.1.18.3.4.23.1.6.1


The previous driver objects provide aggregate port information, but wfAtmVclStatsEntry provides 
information on a per VPI/VCI basis, with the instance being the <line number>.<vpi>.<vci>

There is an example of wfAtmizerVclStatsEntry (the corresponding MIB object for Bluefish/ARE hardware)

If the VC you are trouble shooting is defined for LLC/SNAP encapsulation and you see the VCL stats incrementing, but no data is being received by the upper layer protocols check the MIB object wfAtmMpeEntry.  There is one instance for every VC (either PVC or SVC) defined for 1483 encapsulation.  It contains information/counters on 1483 frames discarded due to invalid PIDs, DSAPs, SSAPs,...This happened at a customer site where they had a ATM PVC configured for IP on one side and Bridge on the other.  The VCL stats were incrementing properly, but no data was getting passed up.  When wfAtmMpeEntry was checked, the number of discarded frames could be seen incrementing due to an invalid/unrecognized PID.

ARE Interface Specific Information: tc "ARE MIB Objects"
ARE PHYSICAL  Interface/port objects:


wfAtmizerCfgEntry


Both MIB objects contain configuration

wfAtmizerDrvCfgEntry


parameters

TI Prompt > get wfAtmizerDrvCfgEntry.*.5.1


Slot 5 has an ARE

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgDelete.5.1 = 1

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgEnable.5.1 = 1

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgState.5.1 = 1

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgSlot.5.1 = 5

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgPort.5.1 = 1

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgCct.5.1 = 2

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgLineNumber.5.1 = 1405101

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgType.5.1 = 1

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgMtu.5.1 = 4608

One of three places to change 









MTU size

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgSpeed.5.1 = 155520000

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgDpNotify.5.1 = 1

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgDpNotifyTimeout.5.1 = 1

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgVcInactEnable.5.1 = 1
May need to disable if having 









problems with VCs dropping

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgVcInactTimeout.5.1 = 1200

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgMadrCt.5.1 = 1

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgMadr.5.1 =

The address used in the

x00 x00 xA2 x0D x72 xF5




service record definition if 

autogeneration is enabled in the service record entry

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgFramingMode.5.1 = 2

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgClkSource.5.1 = 1

wfAtmizerDrvCfgEntry.wfAtmizerDrvCfgLogLevel.5.1 = 0
Set this parameter for extended 

log messages for the driver

Only enable if CS requests it

One per ARE ATM Interface:


wfAtmizerIntfStatsEntry 
Contains aggregate of information found in 






“VclStatsEntry”.  Also contains information if loss of cell 





delinination has occurred

[2:1]$ get wfAtmizerIntfStatsEntry.*.3.1

wfAtmizerIntfStatsEntry.wfAtmizerIntfSlot.3.1 = 3

wfAtmizerIntfStatsEntry.wfAtmizerIntfPort.3.1 = 1

wfAtmizerIntfStatsEntry.wfAtmizerIntfLastChange.3.1 = 1831

wfAtmizerIntfStatsEntry.wfAtmizerIntfOutQLen.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfStatus.3.1 = 1

wfAtmizerIntfStatsEntry.wfAtmizerIntfIndex.3.1 = 2

wfAtmizerIntfStatsEntry.wfAtmizerIntfOcdEvents.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfTcAlarmState.3.1 = 1

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxPacketsOkWrap.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxPacketsOk.3.1 = 307526

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxCellsOkWrap.3.1 = 0
Times previous counter has 

wrapped
wfAtmizerIntfStatsEntry.wfAtmizerIntfRxCellsOk.3.1 = 448803

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxOamCount.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxFlowCtrlCount.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxInvalidHeaders.3.1 = 0 
The number of receive 

cells dropped because of bad header fields (invalid VPI/VCI, non-zero GFC, bad PTI field)."
wfAtmizerIntfStatsEntry.wfAtmizerIntfRxOverSizedSDUs.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxCrcErrors.3.1 = 0
Indicates frame re-assembly 

failed.  Most likely due to cells someplace in data path

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxCrc10Errors.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxLackBufCredits.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxLackPageCredits.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxLackBufResc.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfRxLackPageResc.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfTxPacketsOkWrap.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfTxPacketsOk.3.1 = 307520

wfAtmizerIntfStatsEntry.wfAtmizerIntfTxCellsOkWrap.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfTxCellsOk.3.1 = 448799

wfAtmizerIntfStatsEntry.wfAtmizerIntfTxOamCount.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfTxFlowCtrlCount.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfTxBadVcs.3.1 = 0

Count of packets dropped on 

transmit because of an invalid VPI/VCI.
wfAtmizerIntfStatsEntry.wfAtmizerIntfTxOverSizedSDUs.3.1 = 0
Frame dropped due to being too 

big for configured MTU
wfAtmizerIntfStatsEntry.wfAtmizerIntfTxLackBufCredits.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfTxLackPageCredits.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfTxDrvClipCount.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfHecDetectedCount.3.1 = 0

wfAtmizerIntfStatsEntry.wfAtmizerIntfHecCorrectedCount.3.1 = 0

One instance per VCC that becomes active (SVC) or configured(PVC) on a ARE:


wfAtmizerVclStatsEntry 

TI Prompt  >get wfAtmizerVclStatsEntry.*.1405101.0.146

wfAtmizerVclStatsEntry.wfAtmizerVclIndex.1405101.0.146 = 1405101

wfAtmizerVclStatsEntry.wfAtmizerVclVpi.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclVci.1405101.0.146 = 146
wfAtmizerVclStatsEntry.wfAtmizerVclRxPacketsOkWrap.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclRxPacketsOk.1405101.0.146 = 34
wfAtmizerVclStatsEntry.wfAtmizerVclRxCellsOkWrap.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclRxCellsOk.1405101.0.146 = 102
wfAtmizerVclStatsEntry.wfAtmizerVclRxOamCount.1405101.0.146 = 0
Operation and 

Management  cells
wfAtmizerVclStatsEntry.wfAtmizerVclRxFlowCtrlCount.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclRxInvalidHeaders.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclRxOverSizedSDUs.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclRxCrcErrors.1405101.0.146 = 0


If cells were dropped this results in an “invalid length field” in SAR PDU this will cause the above CRC error count to increment. 

wfAtmizerVclStatsEntry.wfAtmizerVclRxCrc10Errors.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclRxLackBufCredits.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclRxLackPageCredits.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclRxLackBufResc.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclRxLackPageResc.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclTxPacketsOkWrap.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclTxPacketsOk.1405101.0.146 = 0
wfAtmizerVclStatsEntry.wfAtmizerVclTxCellsOkWrap.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclTxCellsOk.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclTxOamCount.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclTxFlowCtrlCount.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclTxOverSizedSDUs.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclTxLackBufCredits.1405101.0.146 = 0

wfAtmizerVclStatsEntry.wfAtmizerVclTxLackPageCredits.1405101.0.146 = 0

If the VC you are trouble shooting is defined for LLC/SNAP encapsulation and you see the VCL 

stats incrementing, but no data is being received by the upper layer protocols check the MIB object wfAtmMpeEntry.  There is one instance for every VC (either PVC or SVC) defined for 1483 encapsulation.  It contains information/counters on 1483 frames discarded due to invalid PIDs, DSAPs, SSAPs,...This happened at a customer site where they had a ATM PVC configured for IP on one side and Bridge on the other.  The VCL stats were incrementing properly, but no data was getting passed up.  When wfAtmMpeEntry was checked, the number of discarded frames could be seen incrementing due to an invalid/unrecognized PID.

Debug object/parameter for Bluefish, only used by engineering at this time:


wfAtmizerDebugEntry 

Additional MIB objects: tc "Hardware Independent ATM MIB Objects"
Information INDEPENDENT on type ATM module (one instance for each ATM slot):


wfAtmInterfaceConfEntry
One for each ATM card in router.  Use this object to bounce






whole interface


wfAtmServiceRecordEntry 
One for each SVC/PVC configured. Contains configuration

information such as ATM address, packet type but no LANE/1577 information.


wfAtmSigEntry


Signaling MIB object.  One instance per slot


wfAtmSscopEntry 

 SSCOP (Signaling) MIB object. One instance per slot 


wfAtmIlmiEntry


ILMI MIB object.  One instance per slot

wfAtmVclConfEntry 

Used in conjunction with wfAtm(izer)VclStatsEntry. One for 

each VPI/VCI router opens up Contains circuit number of service record this VCC is a part of and other configuration information.


wfAtmizerVclStatsEntry

Contain information about cells/frames/errors received on

wfAtmVclStatsEntry

individual VPI/VCIs


wfAtmNetPrefixEntry 

Contains result of ILMI SNMP process.  Should check this






attribute to see if ILMI registration process was successful.


wfAtmLeArpEntry

ARP cache for LANE.  Only place to find out who the BUS

for each service record.  Each entry lists its associated circuit number so it can be associated with the service record/ELAN it was learned on.


wfAtmLecStatusEntry

Contains information on the “status” of LEC and fail 

codes along with the LEC’s 20 byte ATM address and LES’s address. MIB attributes 4 (state) and 5 (fail reason) are most helpful.

wfAtmLecServerVccEntry
Contains the VPI/VCI used for each one of the LEC control 

VCs


wfAtmLecConfigEntry

LEC’s configuration parameters


wfAtmLecStatisticsEntry
The number and types of LANE control packets the service






record has received and transmitted.

Signaling: tc "Signaling"
Critical portion of SVCs.  Signaling allows an ATM end device to request a SVC be opened to the specified ATM address.  The request is passed though the ATM network to the destination ATM  address and there the connection is either accepted of rejected.

Signaling is composed of two parts SSCOP and Signaling.  SSCOP (Service Specific Connection Orientated Protocol) is responsible for maintaining a reliable connection between ATM switches and other ATM switches or edge devices. It has its own set of packets (poll:status, begin:begin ack, end:end ack) and will also piggy-back connection information on the back of signaling messages.  Before signaling can come up start opening and accepting calls SSCOP must be up and active.

Signaling is the protocol that allows an ATM switch/edge devices to request a SVC be opened to a specified ATM address.   Its own subset of packet types include call setup, call connect,  connect ACK, call proceeding, release, release complete,…).  There is currently two sets of UNI (User-Network Interface) standards 3.0 and 3.1.  The standards are very clear about what fields in signaling packets are required and optional; however, like all standards there are different interpetations.  Problems that may be occurring in LANE may actually be signaling issues.  So keep an open mind and don’t forget to make sure everything is going ok with setups, call proceedings, and connects. 
In the router the object that keeps track of signaling is wfAtmSigEnty. Most of the attributes concern themselves with configuration on maximum connection across the ATM interface.   The most important attribute is # 39 (wfAtmSigDebug), by setting this parameter to 15 extended signaling debug messages are written to the log file.   The MIB attribute wfAtmSscopEntry contains all the values used for the SSCOP timers.

If users have signaling configured and a signaling VCC (0/5 is the default and what is specified in the standard.  Users should NOT change it!) cannot be opened with the ATM switch no connections will be established (SVCs or PVCs).

If signaling is disabled  on an active  port then all VCs will be brought down

If signaling is enabled on the router’s ATM interface, but signaling is not configured on the switch port, NO VCs will come up (PVC nor SVC).

If  the signaling VCC ,0/5, drops all VCCs are dropped

The status of the signaling VC is kept track with all the other VCs, and not in the MIB object wfAtmSigEntry

To see messages pertaining to the signaling process the log entity that should be used is ATM_SIG
Signaling MIB Objects: tc "Signaling MIB Objects"
wfAtmSigEntry


Signaling MIB object.  One instance per slot

wfAtmSscopEntry 

 SSCOP (Signaling) MIB object. One instance per slot 

Example of Signaling MIB objects:

TI Prompt >l wfAtmSigEntry

wfAtmSigDelete = 1

wfAtmSigDisable = 2

wfAtmSigLineNumber = 3

wfAtmSigAtmCct = 4

wfAtmSigState = 5

wfAtmSigMaxServiceUsers = 6 
This defaults to 20 and will need to be increased if  more than  20

ATM service records doing SVCs need to be configured and enabled 

wfAtmSigMaxPtPtConnections = 7

wfAtmSigMaxPtMultConnections = 8

wfAtmSigMaxPartiesInMultConnect = 9

wfAtmSigMaxRoutingRegistrations = 10

wfAtmSigMinBufferThreshold = 11

wfAtmSigTimerResolution = 12

wfAtmSigVpi = 13

Should always be 0/5

wfAtmSigVci = 14

wfAtmSigStandard = 15

wfAtmSigInterfaceType = 16

wfAtmSigMinVciPtPt = 17

wfAtmSigMaxVciPtPt = 18

wfAtmSigMinVpiPtPt = 19

wfAtmSigMaxVpiPtPt = 20

wfAtmSigMinVciPtMltPt = 21

wfAtmSigMaxVciPtMltPt = 22

wfAtmSigMinVpiPtMltPt = 23

wfAtmSigMaxVpiPtMltPt = 24

wfAtmSigT303 = 25      

 Signaling timers, should be left

wfAtmSigT308 = 26

at default unless trouble shooting

wfAtmSigT309 = 27

wfAtmSigT310 = 28

wfAtmSigT313 = 29

wfAtmSigT316 = 30

wfAtmSigT316c = 31

wfAtmSigT322 = 32

wfAtmSigTDisc = 33

wfAtmSigT398 = 34

wfAtmSigT399 = 35

wfAtmSigNumRst = 36

wfAtmSigNumStat = 37

wfAtmSigRestart = 38

wfAtmSigDebug = 39

Set to 15 for more debug information
wfAtmSigCallsSec = 40

Signaling Log Messages: tc "Signaling Log Messages"
Extended debugging was enable by setting MIB attribute 39 in wfAtmSigEntry to -1 and resetting the slot
Signaling messages are displayed under the entity ATM

Currently the router will only log outgoing signalling messages.  This hopes to be resolved at a later release

Any time a LEC goes down the router will automatically set status on the LEC’s registered address with the switch to invalid by setting it to 2 and will reset set back to 1.

2:TN]$ log -fftwid –eATM

An intermediate link is pulled between the router switch providing LES/BUS services

The CallRef is the actual Call Reference value used in the packet.  If the Call Ref is listed in () it is an internal call reference number used solely but the router. 


#    1: 04/07/1999 18:09:30.058  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=17       RELEASE        MsgLen=6

 Inbound/Outbound indicates whether packet was received or transmitted.


#    2: 04/07/1999 18:09:30.062  DEBUG    SLOT  4  ATM  Code: 126 


ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

Origin/Dest have no relationship to whether packet was received or transmitted


#    3: 04/07/1999 18:09:30.066  DEBUG    SLOT  4  ATM  Code: 130


[Q.93B]  Origin  CallRef=16       RELEASE        MsgLen=6

#    4: 04/07/1999 18:09:30.070  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

#    5: 04/07/1999 18:09:30.167  DEBUG    SLOT  4  ATM Code: 130

[Q.93B]  Origin  CallRef=15       RELEASE        MsgLen=6

#    6: 04/07/1999 18:09:30.234  DEBUG    SLOT  4  ATM Code: 130

[Q.93B]  Dest    CallRef=48       RELEASE        MsgLen=6

#    7: 04/07/1999 18:09:30.238  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=46       RELEASE        MsgLen=6

[Q.93B]  Dest    CallRef=49       RELEASE        MsgLen=6

#    8: 04/07/1999 18:09:30.242  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=45       RELEASE        MsgLen=6

#    9: 04/07/1999 18:09:30.246  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=47       RELEASE        MsgLen=6

#   10: 04/07/1999 18:09:30.249  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=44       RELEASE        MsgLen=6

#   11: 04/07/1999 18:09:30.253  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=14       RELEASE        MsgLen=6

#   12: 04/07/1999 18:09:30.273  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Account Indication

Once the LEC has died we deregister the address by setting the status to 2.  The router then reregisters it so calls directed to it by the LES/BUS are routed correctly.


#   13: 04/07/1999 18:09:30.281  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: ILMI Remove Confirm

#   14: 04/07/1999 18:09:30.285  WARNING  SLOT  4  ATM  Code:  80

UME Line 1404101: Circuit 3: Succeeded to remove address: 39000000 00000000 0000 0000 02111111 11111101.

#   15: 04/07/1999 18:09:30.285  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Account Indication LOT  4  ATM                Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

#   70: 04/07/1999 18:10:30.867  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=20       SETUP          MsgLen=118

#   71: 04/07/1999 18:10:30.882  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Connection Indication

ATM Layer Manager Outbound: Connection Status Request

#   72: 04/07/1999 18:10:30.886  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Dest    CallRef=65       CONNECT        MsgLen=0

#   73: 04/07/1999 18:10:30.898  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

[Q.93B]  Origin  CallRef=21       SETUP          MsgLen=118

#   74: 04/07/1999 18:10:30.917  INFO     SLOT  4  ATM  Code:  11

Line 1404101 : vpi/vci 0/38 has been activated.

#   75: 04/07/1999 18:10:30.917  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Connection Indication

#   76: 04/07/1999 18:10:30.921  DEBUG    SLOT  4  ATM  Code: 130

ATM Layer Manager Outbound: Connection Status Request

#   77: 04/07/1999 18:10:30.929  INFO     SLOT  4  ATM  Code:  11

Line 1404101 : vpi/vci 0/40 has been activated.

#   78: 04/07/1999 18:10:30.937  INFO     SLOT  4  ATM  Code:  11

Line 1404101 : vpi/vci 0/39 has been activated.

#   79: 04/07/1999 18:10:30.941  INFO     SLOT  4  ATM  Code:  11

Line 1404101 : vpi/vci 0/41 has been activated.

#   80: 04/07/1999 18:10:30.953  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=20       CONNECT ACKNOWLEDGE    MsgLen=0

ATM Call Control Inbound: Signaling Connect Status Indication

#   81: 04/07/1999 18:10:30.960  DEBUG    SLOT  4  ATM  Code: 130

[Q.93B]  Origin  CallRef=21       CONNECT ACKNOWLEDGE    MsgLen=0

#   82: 04/07/1999 18:10:30.964  DEBUG    SLOT  4  ATM  Code: 126

ATM Call Control Inbound: Signaling Connect Status Indication

#   83: 04/07/1999 18:13:18.824  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=65       RELEASE        MsgLen=6

#   84: 04/07/1999 18:13:18.828  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=64       RELEASE        MsgLen=6

#   85: 04/07/1999 18:13:18.832  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Account Indication

#   86: 04/07/1999 18:13:18.835  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

[Q.93B]  Dest    CallRef=63       RELEASE        MsgLen=6  

#   87: 04/07/1999 18:13:18.843  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

#   88: 04/07/1999 18:13:18.855  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=62       RELEASE        MsgLen=6

#   89: 04/07/1999 18:13:18.859  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=61       RELEASE        MsgLen=6

#   90: 04/07/1999 18:13:18.882  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=60       RELEASE        MsgLen=6

#   91: 04/07/1999 18:13:18.890  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=20       RELEASE        MsgLen=6

#   92: 04/07/1999 18:13:18.894  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=19       RELEASE        MsgLen=6

#   93: 04/07/1999 18:13:18.953  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=18       RELEASE        MsgLen=6

#   94: 04/07/1999 18:13:18.957  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=21       RELEASE        MsgLen=6

#   95: 04/07/1999 18:13:19.031  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Account Indication

#   96: 04/07/1999 18:13:19.035  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

#   97: 04/07/1999 18:13:19.039  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

#   98: 04/07/1999 18:13:19.050  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Account Indication

ATM Call Control Inbound: Signaling Release Indication

ATM Call Control Inbound: Signaling Account Indication

#   99: 04/07/1999 18:13:19.054  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: ILMI Remove Confirm

#  100: 04/07/1999 18:13:19.054  WARNING  SLOT  4  ATM    Code:  80

UME Line 1404101: Circuit 4: Succeeded to remove address: 39000000 00000000 0000 0000 02222222 22222201.

#  101: 04/07/1999 18:13:19.066  DEBUG    SLOT  4  ATM     Code: 126

ATM Call Control Inbound: ILMI Remove Confirm

#  102: 04/07/1999 18:13:19.070  WARNING  SLOT  4  ATM    Code:  80

UME Line 1404101: Circuit 3: Succeeded to remove address: 39000000 00000000 0000 0000 02111111 11111101.

#  103: 04/07/1999 18:13:19.070  DEBUG    SLOT  4  ATM     Code: 126

ATM Call Control Inbound: ILMI Add Confirm

#  104: 04/07/1999 18:13:19.070  WARNING  SLOT  4  ATM     Code:  80

UME Line 1404101: Circuit 4: Succeeded to register address: 39000000 00000000 00 000000 02222222 22222201.

#  105: 04/07/1999 18:13:19.082  DEBUG    SLOT  4  ATM      Code: 126

ATM Call Control Inbound: ILMI Add Confirm

#  106: 04/07/1999 18:13:19.082  WARNING  SLOT  4  ATM      Code:  80

UME Line 1404101: Circuit 3: Succeeded to register address: 39000000 00000000 00000000 02111111 11111101.

#  107: 04/07/1999 18:13:19.179  DEBUG    SLOT  4  ATM     Code: 130

[Q.93B]  Dest    CallRef=66       RELEASE COMPLETE       MsgLen=6

ATM Call Control Inbound: Signaling Release Indication

#  108: 04/07/1999 18:13:19.207  DEBUG    SLOT  4  ATM     Code: 130

[Q.93B]  Dest    CallRef=67       RELEASE COMPLETE       MsgLen=6

#  109: 04/07/1999 18:13:19.210  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  110: 04/07/1999 18:13:21.246  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=68       RELEASE COMPLETE       MsgLen=6

ATM Call Control Inbound: Signaling Release Indication

#  111: 04/07/1999 18:13:21.249  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=69       RELEASE COMPLETE       MsgLen=6

#  112: 04/07/1999 18:13:21.253  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  113: 04/07/1999 18:13:25.269  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=70       RELEASE COMPLETE       MsgLen=6

ATM Call Control Inbound: Signaling Release Indication

#  114: 04/07/1999 18:13:25.277  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=71       RELEASE COMPLETE       MsgLen=6

#  115: 04/07/1999 18:13:25.281  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  116: 04/07/1999 18:13:33.308  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=72       RELEASE COMPLETE       MsgLen=6

ATM Call Control Inbound: Signaling Release Indication

#  117: 04/07/1999 18:13:33.312  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Dest    CallRef=73       RELEASE COMPLETE       MsgLen=6

#  118: 04/07/1999 18:13:33.316  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  119: 04/07/1999 18:13:49.332  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=74       RELEASE COMPLETE       MsgLen=6

#  120: 04/07/1999 18:13:49.335  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  121: 04/07/1999 18:13:49.339  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=75       RELEASE COMPLETE       MsgLen=6

#  122: 04/07/1999 18:13:49.343  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Release Indication

#  123: 04/07/1999 18:14:19.367  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=76       CALL PROCEEDING        MsgLen=9

#  124: 04/07/1999 18:14:19.371  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connect Status Indication

#  125: 04/07/1999 18:14:19.374  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=77       CALL PROCEEDING        MsgLen=9

ATM Call Control Inbound: Signaling Connect Status Indication

#  126: 04/07/1999 18:14:19.378  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=76       CONNECT        MsgLen=0

#  127: 04/07/1999 18:14:19.386  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

[Q.93B]  Dest    CallRef=77       CONNECT        MsgLen=0

#  128: 04/07/1999 18:14:19.394  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

#  129: 04/07/1999 18:14:19.398  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/32 has been activated.

#  130: 04/07/1999 18:14:19.402  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/33 has been activated.

#  131: 04/07/1999 18:14:19.449  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=78       CALL PROCEEDING        MsgLen=9

#  132: 04/07/1999 18:14:19.453  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connect Status Indication

#  133: 04/07/1999 18:14:19.457  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=79       CALL PROCEEDING        MsgLen=9

ATM Call Control Inbound: Signaling Connect Status Indication

#  134: 04/07/1999 18:14:19.460  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Dest    CallRef=78       CONNECT        MsgLen=0

#  135: 04/07/1999 18:14:19.468  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

[Q.93B]  Dest    CallRef=79       CONNECT        MsgLen=0

#  136: 04/07/1999 18:14:19.476  DEBUG    SLOT  4  ATM   Code: 126

ATM Call Control Inbound: Signaling Connection Confirm

#  137: 04/07/1999 18:14:19.480  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/34 has been activated.

#  138: 04/07/1999 18:14:19.484  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/35 has been activated.

#  139: 04/07/1999 18:14:19.496  DEBUG    SLOT  4  ATM   Code: 130

[Q.93B]  Origin  CallRef=22       SETUP          MsgLen=118

#  140: 04/07/1999 18:14:19.511  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Connection Indication

ATM Layer Manager Outbound: Connection Status Request

#  141: 04/07/1999 18:14:19.515  DEBUG    SLOT  4  ATM    Code: 130

[Q.93B]  Origin  CallRef=23       SETUP          MsgLen=118

#  142: 04/07/1999 18:14:19.531  DEBUG    SLOT  4  ATM    Code: 126

ATM Call Control Inbound: Signaling Connection Indication

#  143: 04/07/1999 18:14:19.535  DEBUG    SLOT  4  ATM   Code: 130

ATM Layer Manager Outbound: Connection Status Request

#  144: 04/07/1999 18:14:19.542  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/36 has been activated.

#  145: 04/07/1999 18:14:19.550  INFO     SLOT  4  ATM   Code:  11

Line 1404101 : vpi/vci 0/37 has been activated.

ILMI: tc "ILMI"
Allows an ATM device to register its ATM device address with an ATM switch.  This allows the switch to recognize what ATM devices are attached to which ports, so when a call setup request comes in it knows what port to  direct the setup request.

ILMI is based on SNMP.

The following are ILMI/SNMP commands used when a ATM end device (User Netwok Interface: UNI) tries to register its ATM address with the switch:




get next




get response




set




cold trap


The “gets/get nexts” are used to pull across the address tables from the switch and the end device, both table gets should yield  empty/nonexistant get next responses.

The switch “set” is used by the switch to give the UNI its 13 byte ATM prefix address.  Users can define this in the ATM configuration, and if it is defined, the configured value will over-ride the value from the switch  There should be no reason why users define their own prefix unless the switch it connected to does not support ILMI.  Once the UNI has received the prefix from the switch it issues a “get response” to notify the switch it the set request occurred without errors and then issues “set” to the switch defining its 20 byte ATM address (prefix+ mac address+selector).  The router will then issue a set request for each service record that has ILMI defined.

The actual process may look like this:


Router




ATM Switch


cold trap  ------------------(



Initializing SNMP database




(------------------ cold trap

on both sides of link


get next(1) -------------------(



What ATM addr are registered? 




(------------------ get request(2)
What is the ATM prefix?


get response(2)-------------(



Should be non-existant




(------------------ get response(1)
Should be empty





(------------------- set 

Set Prefix


get response-----------------(



Response to “set” request


set-----------------------------(



Router “sets” registers 20 byte addr





(------------------- get response
Response to “set” request


set---------------------------(                                                         Additional addresses registered, 









one for each service record defined

A lot of problems are caused by timeouts waiting for the SNMP sets or get responses.  When extended debugging is enable it is very easy to see where the process is timing out.

Some ATM clients may periodically do an SNMP poll of the switch to verify that they still registered.  The router does not do this, but the VC 0/16 is always kept up.

If the  ILMI registration fails  the router will not bring up any SVCs.

Users can configure the 13 byte prefix in the config file, but the router will still attempt to register with the switch.  The configured prefix will take precedence over the “learned” one from the switch.  If the registration process fails the router will not bring up any SVCs even though the ATM prefix was statically defined.

The MIB object governing ILMI is wfAtmIlmiEntry.  In interoperability testing with different vendors most problems occured with ILMI. The most important MIB attribute for CS is wfAtmIlmiDebug (attribute # 20), by setting this value to  15  extended debug messages are written to the log about the state of ILMI

To see messages in the log pertaining to the ILMI process the log entity ATM_SIG should be used
ILMI MIB Objectstc "ILMI MIB Objects"
wfAtmIlmiEntry

ILMI MIB object.  One instance per slot

wfAtmNetPrefixEntry 
Contains result of ILMI SNMP process.  Should check this





attribute to see if ILMI registration process was successful.

TI Prompt  > l wfAtmIlmiEntry

wfAtmIlmiDelete = 1

wfAtmIlmiDisable = 2

wfAtmIlmiLineNumber = 3

wfAtmIlmiAtmCct = 4

wfAtmIlmiState = 5

wfAtmIlmiLowThreshold = 6

wfAtmIlmiUpThreshold = 7

wfAtmIlmiVpi = 8

wfAtmIlmiVci = 9

wfAtmIlmiInterfaceType = 10

wfAtmIlmiLocalPort = 11

wfAtmIlmiRemotePort = 12

wfAtmIlmiGetTimer = 13   
If problems are occurring with ILMI registration you may want

wfAtmIlmiGetRetryCnt = 14
bump up the values of these timers and counters

wfAtmIlmiGetNextTimer = 15

wfAtmIlmiGetNextRetryCnt = 16

wfAtmIlmiSetTimer = 17

wfAtmIlmiSetRetryCnt = 18

wfAtmIlmiLocalOid = 19

wfAtmIlmiDebug = 20

Set to  -1  for more information

ILMI Log messages: tc "ILMI Log Messages"
The following log was generated by enabling ILMI extended debugging, MIB attribute 20 in wfAtmIlmiEntry to -1 and bouncing the interface.

ILMI messages are displayed under the entity ATM and ATMINTF

[2:TN]$ log -fftwid -eATM

Cable was pulled connecting the router and switch


#    1: 04/01/1999 22:08:22.660  INFO     SLOT  4  ATM                Code:  32

Line 1404101 : ATM ILMI terminating.

Line 1404101 : ATM Signaling terminating.

Line 1404101 : ATM SSCOP terminating.

#    2: 04/01/1999 22:08:39.234  INFO     SLOT  4  ATM  Code:  20

Line 1404101: Signaling not loaded.

#    3: 04/01/1999 22:08:39.238  INFO     SLOT  4  ATM  Code:  22

Line 1404101: Signaling loaded.

#    4: 04/01/1999 22:08:39.253  DEBUG    SLOT  4  ATM  Code: 130

Configuring layer 2 (UME) - General

Configuring SAP 1 of layer 2 (UME)

 #    5: 04/01/1999 22:08:39.265  DEBUG    SLOT  4  ATM                Code: 130 [UME User] General Configuration

 Configuring SAP 1 of layer 3

Transmitted a cold start trap to re-initialize the link and sent a get request seeing what if any ATM addresses are registered with the switch on the port the router is connected to.
 #    6: 04/01/1999 22:08:39.269  DEBUG    SLOT  4  ATM                Code: 157 [UME] line# 1404101: Transmitted ILMI TRAP in INIT state.

[UME] line# 1404101: Transmitted ILMI GET NEXT in INIT state.

#    7: 04/01/1999 22:08:39.273  DEBUG    SLOT  4  ATM                Code: 156 [UME] line# 1404101: Received ILMI GET RESPONSE in CONNECTING state.

ATM Call Control Inbound: ILMI Connection Confirm

ATM Call Control Inbound: ILMI Status Indication

#    8: 04/01/1999 22:08:39.277  DEBUG    SLOT  4  ATM                Code: 130 ILMI Status Indication: State is UP

Be careful here ILMI is not all the way up.  The router simply has transmitted and received data over 0/16
 #    9: 04/01/1999 22:08:39.277  INFO     SLOT  4  ATM                Code:  28 Line 1404101:  ATM ILMI active.

#   10: 04/01/1999 22:08:39.277  DEBUG    SLOT  4  ATM                Code: 126 ATM Call Control Inbound: ILMI Statistics Confirm

ATM Call Control Inbound: ILMI Status Confirm

The switch is issuing multiple queries for any number of ILMI MIB objects, one of which must be to see what the router’s prefix is.  The extended debug messages do not tell you what MIB object is being queried.

#   11: 04/01/1999 22:08:39.667  DEBUG    SLOT  4  ATM                Code: 156 [UME] line# 1404101: Received ILMI GET in REGISTERING state.

#   12: 04/01/1999 22:08:39.671  DEBUG    SLOT  4  ATM                Code: 157 [UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

[UME] line# 1404101: Received ILMI GET in REGISTERING state.

[UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

#   13: 04/01/1999 22:08:39.675  DEBUG    SLOT  4  ATM                Code: 156

[UME] line# 1404101: Received ILMI GET in REGISTERING state.

[UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

#   14: 04/01/1999 22:08:41.558  DEBUG    SLOT  4  ATM                Code: 156

[UME] line# 1404101: Received ILMI GET NEXT in REGISTERING state.

[UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

Received set request from switch setting the ATM prefix on the router

#   15: 04/01/1999 22:08:41.562  DEBUG    SLOT  4  ATM                Code: 156


[UME] line# 1404101: Received ILMI SET in REGISTERING state.


ATM Call Control Inbound: ILMI Add Indication


#   16: 04/01/1999 22:08:41.570  DEBUG    SLOT  4  ATM                Code: 157

[UME] line# 1404101: Transmitted ILMI GET RESPONSE in REGISTERING state.

#   17: 04/01/1999 22:08:41.574  DEBUG    SLOT  4  ATM                Code: 130 Configuring layer 2 (Q.SAAL) - General

Configuring SAP 1 of layer 2 (Q.SAAL)

SSCOP will NOT come up until ILMI comes up in releases 12.20 and greater


#   18: 04/01/1999 22:08:41.589  DEBUG    SLOT  4  ATM                Code: 126 ATM Call Control Inbound: SSCOP Status Indication

#   19: 04/01/1999 22:08:41.593  DEBUG    SLOT  4  ATM                Code:   0 The previous event on slot 4 repeated 1 time(s).  [Code 126]

#   20: 04/01/1999 22:08:41.593  INFO     SLOT  4  ATM                Code:  27 Line 1404101:  ATM SSCOP active.

#   21: 04/01/1999 22:08:41.597  DEBUG    SLOT  4  ATM                Code: 130 SSCOP Status Indication: Protocol is UP

 ATM Call Control Inbound: Signaling Status Indication


Q.93B Status Indication: 4/1/99 22:08:41 Received Status Indication

The router now registers its 20 byte ATM address with the switch.  For each service record defined you will see a set message

Q.93B Status Indication: DLSAP 1:


[UME] line# 1404101: Transmitted ILMI SET in REGISTERING state.


#   22: 04/01/1999 22:08:41.601  DEBUG    SLOT  4  ATM                Code:   0 The previous event on slot 4 repeated 2 time(s).  [Code 157]

#   23: 04/01/1999 22:08:41.605  DEBUG    SLOT  4  ATM                Code: 156 [UME] line# 1404101: Received ILMI GET RESPONSE in REGISTERING state.

ATM Call Control Inbound: ILMI Add Confirm

#   24: 04/01/1999 22:08:41.605  INFO     SLOT  4  ATM                Code: 232

UME Line 1404101: Circuit 3: Succeeded to register address: 39000000 00000000 00000000 02111111 11111101.

LAN Emulation (LANE): tc "LAN Emulation"
The LAN Emulation Protocol is independent of ILMI and Signaling.  It uses Signaling to open up VCs, but ILMI/Signaling, and LANE are three independent sets of protocols.  LANE consists of four parts:




LECS
LAN Emulation Configuration Server



               LES
LAN Emulation Server




BUS
Broadcast and Unknown Server




LEC
LAN Emulation Client

The router can only be configured as a LEC, where an ATM switch like the C100 can be configured to act as the LECS, LES, and BUS (the C100 can also be a LEC but that is beyond the scope of this document).

LANE’s  main function is to resolve MAC addresses to ATM addresses.  It is protocol independent, and is simply an address resolution protocol in an SVC environment (RFC 1577 is an address resolution protocol but it is only for IP and thus is not protocol independent like LANE).

The LEC is simply a client that will request addresses to be resolved, and to respond to requests to the LES, while also forwarding broadcast data to the BUS so all other clients in the same ELAN see it, and also data destined to a MAC address that has not been resolved yet. Each service record on the router configured for LANE is a LEC.  Each LEC opens up 5 control VCs:



Config Direct:

To the LECS, point to point



Control Direct:

To the LES, supports bi-directional traffic, point to point



Control Distribute:
From the LES to LEC, point to multipoint



Multicast Send:

To the BUS, supports bi-directional traffic, point to point



Multicast Forward:
From the BUS to LEC, point to multipoint 

All the control VCs use non reserved VPI/VCI numbers and will have a VCI number of 32 and above.

Any VC used for data rather than “control” is termed a data direct VC.  If a LEC drops the Control Direct or Control Distribute VC all VCs are dropped.  The LANE Control VCs are treated as PVCs and have no idle period.

The LECS keeps track of what clients are in what ELANs and who the LES of that ELAN is.  The LECS can be configured with a well know address or a user defined one.   The well know address allows LECs to come up and open up an SVC to the LECS without having to resolve an address to get to it (aka trying to use LANE to resolve an address without having LANE be all the way up and operational).  The router can be configured to use an address other than the “well-known” LECS address.

The LES is the control point for every ELAN. LECs open up an SVC to the LES’s ATM address  given to the LEC by the LECS.  If the “join” to the LES’s ELAN is successful  over the control direct VC, the control distribute VC is opened.  The LES is responsible for the LE_ARP protocol.  Once the LECs requests for MAC to ATM address resolution are complete, the LEC issues a call setup to its destination and bypasses the LES. A user can configure the LES that want the LEC/service record on the router to use, thus bypassing/over-riding the LECS.

The BUS (Broadcast and Unknown Server) forwards broadcast traffic to all the LECs in n ELAN and also forwards data from LECs  destined for addresses that have not yet been resolved to all the other LECs in the ELAN.  This prevents data from being lost in the address resolution phase.  The BUS’s ATM address is learned by LE-ARPing for an all f’s MAC address.  If the LEC loses the multicast send VC it may or may not attempt to re-connect before terminating its membership in the ELAN.  Loss of the multicast forward VC dictates the LEC must drop the multicast send VC and re-establish its connection to the BUS

To view  log messages pertaining to LANE the entity that should be used when viewing  the log file should be ATM_LE

LANE MIB Objects: tc "LANE MIB Objects"

wfAtmLeArpEntry

ARP cache for LANE.  Only place to find out who the BUS

for each service record.  Each entry lists its associated circuit number so it can be associated with the service record/ELAN it was learned on.


wfAtmLecStatusEntry

Contains information on the “status” of LEC and fail 

codes along with the LEC’s 20 byte ATM address and LES’s address. MIB attributes 4 (state) and 5 (fail reason) are most helpful.

wfAtmLecServerVccEntry
Contains the VPI/VCI used for each one of the LEC control 

VCs


wfAtmLecConfigEntry

LEC’s configuration parameters


wfAtmLecStatisticsEntry
The number and types of LANE control packets the service






record has received and transmitted.

Examples of  Router LANE/LEC MIB objects: tc "Examples of LANE MIB Objects"
wfAtmLecConfigEntry: Set “debug level” for problem debugging to 15. To specify requested address or LES and VLAN set the “Config” attributes for LanName or LesAtm Address


TI Prompt  >get wfAtmLecConfigEntry.*.4       
“4” is the circuit number of the service 

record


wfAtmLecConfigEntry.wflecConfDelete.4 = 1



wfAtmLecConfigEntry.wflecRowStatus.4 = 1



wfAtmLecConfigEntry.wflecConfigCct.4 = 4



wfAtmLecConfigEntry.wflecOwner.4 = (nil)



wfAtmLecConfigEntry.wflecConfigMode.4 = 1



wfAtmLecConfigEntry.wflecConfigLanType.4 = 1



wfAtmLecConfigEntry.wflecConfigMaxDataFrameSize.4 = 1



wfAtmLecConfigEntry.wflecConfigLanName.4 = (nil)

Specify what











ELAN to join



wfAtmLecConfigEntry.wflecConfigLesAtmAddress.4 = (nil)
Specify what











LES to send 

“join request” to



wfAtmLecConfigEntry.wflecControlTimeout.4 = 5



wfAtmLecConfigEntry.wflecMaxUnknownFrameCount.4 = 1



wfAtmLecConfigEntry.wflecMaxUnknownFrameTime.4 = 1



wfAtmLecConfigEntry.wflecVccTimeoutPeriod.4 = 1200



wfAtmLecConfigEntry.wflecMaxRetryCount.4 = 1



wfAtmLecConfigEntry.wflecAgingTime.4 = 300



wfAtmLecConfigEntry.wflecForwardDelayTime.4 = 15



wfAtmLecConfigEntry.wflecPathSwitchingDelay.4 = 6



wfAtmLecConfigEntry.wflecLocalSegmentID.4 = 0



wfAtmLecConfigEntry.wflecMulticastSendType.4 = 3



wfAtmLecConfigEntry.wflecMulticastSendAvgRate.4 = 0



wfAtmLecConfigEntry.wflecMulticastSendPeakRate.4 = 0



wfAtmLecConfigEntry.wflecConnectionCompleteTimer.4 = 4



wfAtmLecConfigEntry.wflecFlushEnable.4 = 1

Flush protocol is enabled


wfAtmLecConfigEntry.wflecConfigRetry.4 = 0



wfAtmLecConfigEntry.wflecMulticastFwdTimeout.4 = 5



wfAtmLecConfigEntry.wflecMulticastFwdRetry.4 = 10



wfAtmLecConfigEntry.wflecDebugLevel.4 = 3    
 set to 15 for extended debugging 








messages*

wfAtmLecConfigEntry.wflecConfigLECSAtmAddress.4 = (nil)
If the LECS is 

using an address other than well known this parameter should be defined

wfAtmLecStatusEntry: Contains state of LEC and “actual”  information opposed to configured (wfAtmLecConfigEntry) about LEC id, vlan name, and circuit number if LEC came up successfully

TI Prompt >get wfAtmLecStatusEntry.*.4



wfAtmLecStatusEntry.wflecStatusCct.4 = 4



wfAtmLecStatusEntry.wflecPrimaryAtmAddress.4 =

     

    x39 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 xA2

      

   x11 x11 x11 x12



wfAtmLecStatusEntry.wflecID.4 = 15



wfAtmLecStatusEntry.wflecInterfaceState.4 = 7
If value is not 7









problems are









occurring


wfAtmLecStatusEntry.wflecLastFailureRespCode.4 = 1
If above attr










is not 7 check










this value


wfAtmLecStatusEntry.wflecLastFailureState.4 = 0



wfAtmLecStatusEntry.wflecProtocol.4 = 1



wfAtmLecStatusEntry.wflecVersion.4 = 0



wfAtmLecStatusEntry.wflecTopologyChange.4 = 0



wfAtmLecStatusEntry.wflecConfigServerAtmAddress.4 =

    

     x47 x00 x79 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 xA0 x3E

    

     x00 x00 x01 x00



wfAtmLecStatusEntry.wflecConfigSource.4 = 2



wfAtmLecStatusEntry.wflecActualLanType.4 = 2



wfAtmLecStatusEntry.wflecActualMaxDataFrameSize.4 = 2



wfAtmLecStatusEntry.wflecActualLanName.4 = "02"    




wfAtmLecStatusEntry.wflecActualLesAtmAddress.4 =

       

  x39 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x08 x00 x20

      

   x75 xD2 xFF x02



wfAtmLecStatusEntry.wflecProxyClient.4 = 1

wfAtmLecServerVccEntry: Information about control VCs for a Service Record 


TI Prompt >get wfAtmLecServerVccEntry.*.4 

 “4” is circuit number



wfAtmLecServerVccEntry.wflecConfigDirectInterface.4 = 1405101



wfAtmLecServerVccEntry.wflecConfigDirectVpi.4 = 0



wfAtmLecServerVccEntry.wflecConfigDirectVci.4 = 132


wfAtmLecServerVccEntry.wflecControlDirectInterface.4 = 1405101



wfAtmLecServerVccEntry.wflecControlDirectVpi.4 = 0



wfAtmLecServerVccEntry.wflecControlDirectVci.4 = 142



wfAtmLecServerVccEntry.wflecControlDistributeInterface.4 = 1405101



wfAtmLecServerVccEntry.wflecControlDistributeVpi.4 = 0



wfAtmLecServerVccEntry.wflecControlDistributeVci.4 = 144



wfAtmLecServerVccEntry.wflecMulticastSendInterface.4 = 1405101



wfAtmLecServerVccEntry.wflecMulticastSendVpi.4 = 0



wfAtmLecServerVccEntry.wflecMulticastSendVci.4 = 159



wfAtmLecServerVccEntry.wflecMulticastForwardInterface.4 = 1405101



wfAtmLecServerVccEntry.wflecMulticastForwardVpi.4 = 0



wfAtmLecServerVccEntry.wflecMulticastForwardVci.4 = 161


wfAtmLecServerVccEntry.wflecServerVccCct.4 = 4

wfAtmLecOperConfigEntry: Negotiated LANE/ELAN parameters

TI prompt  >get wfAtmLecOperConfigEntry.*.4



wfAtmLecOperConfigEntry.wflecOperConfigCct.4 = 4



wfAtmLecOperConfigEntry.wflecOperConfigControlTimeout.4 = 5



wfAtmLecOperConfigEntry.wflecOperConfigMaxUnknownFrameCount.4 = 1



wfAtmLecOperConfigEntry.wflecOperConfigMaxUnknownFrameTime.4 = 1



wfAtmLecOperConfigEntry.wflecOperConfigVccTimeoutPeriod.4 = 1200



wfAtmLecOperConfigEntry.wflecOperConfigMaxRetryCount.4 = 1



wfAtmLecOperConfigEntry.wflecOperConfigAgingTime.4 = 300



wfAtmLecOperConfigEntry.wflecOperConfigForwardDelayTime.4 = 15



wfAtmLecOperConfigEntry.wflecOperConfigTopologyChange.4 = 0



wfAtmLecOperConfigEntry.wflecOperConfigExpectedArpResponseTime.4 = 3



wfAtmLecOperConfigEntry.wflecOperConfigFlushTimeOut.4 = 4



wfAtmLecOperConfigEntry.wflecOperConfigPathSwitchingDelay.4 = 6



wfAtmLecOperConfigEntry.wflecOperConfigLocalSegmentID.4 = 0



wfAtmLecOperConfigEntry.wflecOperConfigMulticastSendType.4 = 3



wfAtmLecOperConfigEntry.wflecOperConfigMulticastSendAvgRate.4 = 0



wfAtmLecOperConfigEntry.wflecOperConfigMulticastSendPeakRate.4 = 0



wfAtmLecOperConfigEntry.wflecOperConfigConnectionCompleteTimer.4 = 4

wfAtmLecStatisticsEntry: Types of control frames received and transmitted

TI prompt >get wfAtmLecStatisticsEntry.*.4



wfAtmLecStatisticsEntry.wflecArpRequestsOut.4 = 17



wfAtmLecStatisticsEntry.wflecArpRequestsIn.4 = 16



wfAtmLecStatisticsEntry.wflecArpRepliesOut.4 = 8



wfAtmLecStatisticsEntry.wflecArpRepliesIn.4 = 25



wfAtmLecStatisticsEntry.wflecControlFramesOut.4 = 27



wfAtmLecStatisticsEntry.wflecControlFramesIn.4 = 45



wfAtmLecStatisticsEntry.wflecSvcFailures.4 = 3



wfAtmLecStatisticsEntry.wflecStatisticsCct.4 = 4



wfAtmLecStatisticsEntry.wflecUnknownFramesDropped.4 = 0

wfAtmLeArpEntry: ARP cache for LANE

TI Prompt >get wfAtmLeArpEntry.*.4.255.255.255.255.255.255  

ARP entry for 

BUS



wfAtmLeArpEntry.wfleArpMacAddress.4.255.255.255.255.255.255 =

     

    xFF xFF xFF xFF xFF xFF



wfAtmLeArpEntry.wfleArpAtmAddress.4.255.255.255.255.255.255 =

     

    x39 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x08 x00 x20

        

 x75 xD2 xFF x82



wfAtmLeArpEntry.wfleArpIsRemoteAddress.4.255.255.255.255.255.255 = 1



wfAtmLeArpEntry.wfleArpEntryType.4.255.255.255.255.255.255 = 2



wfAtmLeArpEntry.wfleArpRowStatus.4.255.255.255.255.255.255 = 1



wfAtmLeArpEntry.wfleArpCct.4.255.255.255.255.255.255 = 4
Identifies what











service the entry











was learned on



wfAtmLeArpEntry.wfleArpVpi.4.255.255.255.255.255.255 = 0
VPI/VCI of data



wfAtmLeArpEntry.wfleArpVci.4.255.255.255.255.255.255 = 159
direct VC used 











to talk to host 


TI Prompt >get wfAtmLeArpEntry.*.11.0.0.162.13.114.249


wfAtmLeArpEntry.wfleArpMacAddress.11.0.0.162.13.114.249 =

   

     x00 x00 xA2 x0D x72 xF9



wfAtmLeArpEntry.wfleArpAtmAddress.11.0.0.162.13.114.249 =

        

 x39 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 x00 xA2

         

x22 x22 x22 x16



wfAtmLeArpEntry.wfleArpIsRemoteAddress.11.0.0.162.13.114.249 = 1



wfAtmLeArpEntry.wfleArpEntryType.11.0.0.162.13.114.249 = 2



wfAtmLeArpEntry.wfleArpRowStatus.11.0.0.162.13.114.249 = 1



wfAtmLeArpEntry.wfleArpCct.11.0.0.162.13.114.249 = 11



wfAtmLeArpEntry.wfleArpVpi.11.0.0.162.13.114.249 = 0



wfAtmLeArpEntry.wfleArpVci.11.0.0.162.13.114.249 = 190

LANE Log Messages: tc "Example and explantion of a LANE log"
Important Log Message Notes: tc "Important Log Message Notes"
If the log file being reviewed contains numerous messages stating topology request received(one every two seconds) or a 'ATM_LE  LEC: Topology change no longer in effect' message, these messages do not indicate an error or a misconfiguration.  They are sent out by the root bridge to the LES for distribution every time it generates a config BPDU which is forwarded to the BUS for distribution.  It is defined in section 7.1.19, page 90, in version one of the LANE spec.

If the log message contains a “cause value” (in the example below: 27) ,  the explanation of the cause can be found in Annex E of the ATM UNI Standard. 

#    1: 02/14/97 11:26:05.191   WARNING   SLOT  8  ATM_LE 
Code:  27

Line 1408101 : Circuit 32 : ATM LEC Close Indication call_ref 33 cause value 27
Extended debugging was enabled  on one LEC

[2:1]$ log -fftwid -eATM_LE
#    1: 12/11/96 11:47:37.245   INFO      SLOT  3  ATM_LE             Code:   6

Line 1403101 : Circuit 3 : ATM LEC received DP_LINE message.

Line 1403101 : Circuit 3 : ATM LEC initializing.

#    2: 12/11/96 11:47:37.261   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Calling SIG_Bind(LE_CTRL): cct 3 bind_id 0

#    3: 12/11/96 11:47:37.265   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Calling SIG_Bind(LE_8023_MCAST): cct 3 bind_id 2

Line 1403101 : Circuit 3 : ATM LEC Control SAP binding complete.

LEC: Calling SIG_Register(CPN): cct 3 bind_id 0 sig_id 1 reg_id 0

#    4: 12/11/96 11:47:37.269   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Calling SIG_Register(BLLI): cct 3 bind_id 0 sig_id 1 reg_id 1

LEC: Transitioning into the ATM_LEC_INITIAL state for cct 3

Line 1403101 : Circuit 3 : ATM LEC MCast SAP binding complete.

LEC: Calling SIG_Register(CPN): cct 3 bind_id 2 sig_id 2 reg_id 2

#    5: 12/11/96 11:47:37.273   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Calling SIG_Register(BLLI): cct 3 bind_id 2 sig_id 2 reg_id 3

Line 1403101 : Circuit 3 : ATM LEC Control SAP register confirm for reg_id 0.

Line 1403101 : Circuit 3 : ATM LEC Control SAP register confirm for reg_id 1.

Line 1403101 : Circuit 3 : ATM LEC MCast SAP register confirm for reg_id 2.

Line 1403101 : Circuit 3 : ATM LEC MCast SAP register confirm for reg_id 3.

#    6: 12/11/96 11:47:37.277   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC API msg: LE Create Response from LEC #3 UserHandle 32512448  TransId 0000000

#    7: 12/11/96 11:47:37.277   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=101 lec=3 atm=47007900000000000000000000-00a03e000001/00 vcc=0/0

#    8: 12/11/96 11:47:37.277   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Called SIG_Open_VC: cct 3 call_ref 3 sig_id 1

LEC: Transitioning into the ATM_LEC_LECSCONNECT state for cct 3

#    9: 12/11/96 11:47:37.866   WARNING   SLOT  3  ATM_LE             Code:  34

vcc_ins: bucket=32 lec=3 atm=47007900000000000000000000-00a03e000001/00 vcc=0/32

#   10: 12/11/96 11:47:37.866   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: opened Config Direct VCC (0/32)

LEC: Control Packet -

   Opcode:     CONFIG

      Req_Type:    REQUEST

   Transaction_Id: 01ebb540   Requestor LECID: 0000   Flags: 0000

#   11: 12/11/96 11:47:37.870   DEBUG     SLOT  3  ATM_LE             Code:  45

   Lan Type:      802.3    Max Frame Size:     Unspec

   Lan Name: elan1

   Targ ATM Address: 00000000000000000000000000-000000000000/00

   Dest LAN: ----

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  00:00:a2:cb:21:45

#   12: 12/11/96 11:47:37.870   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Transitioning into the ATM_LEC_CONFIGURE state for cct 3

#   13: 12/11/96 11:47:37.870   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Control pkt ... Config frame received on Control VCC (0/32)

#   14: 12/11/96 11:47:37.874   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Received pkt on Config Direct VCC

LEC: Control Packet -

   Opcode:     CONFIG

      Req_Type:   RESPONSE     Status:    SUCCESS

   Transaction_Id: 01ebb540   Requestor LECID: 0000   Flags: 0000

   Lan Type:      802.3    Max Frame Size:       1516

   Lan Name: elan1

   Targ ATM Address: 39000000000000000000000000-111111111111/01

   Dest LAN: ----

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  00:00:a2:cb:21:45

   Num TLVs: 0

#   15: 12/11/96 11:47:37.874   WARNING   SLOT  3  ATM_LE             Code:  34

LEC: LEC #3 received Config Response pkt

#   16: 12/11/96 11:47:37.878   WARNING   SLOT  3  ATM_LE             Code:  34

LEC: Config Resp: LAN name is elan1

#   17: 12/11/96 11:47:37.878   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC:     ... Config Resp parsed successfully

#   18: 12/11/96 11:47:37.878   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=91 lec=3 atm=39000000000000000000000000-111111111111/01 vcc=0/0 

#   19: 12/11/96 11:47:37.878   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Called SIG_Open_VC: cct 3 call_ref 4 sig_id 1

LEC: Transitioning into the ATM_LEC_JOIN state for cct 3

#   20: 12/11/96 11:47:38.866   WARNING   SLOT  3  ATM_LE             Code:  34

vcc_ins: bucket=33 lec=3 atm=39000000000000000000000000-111111111111/01 vcc=0/33

#   21: 12/11/96 11:47:38.866   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: opened Control Direct VCC for LEC #3 (VP/VC 0/33)

LEC: Control Packet -

   Opcode:       JOIN

      Req_Type:    REQUEST

   Transaction_Id: 01ebb540   Requestor LECID: 0000   Flags: 0080

#   22: 12/11/96 11:47:38.870   DEBUG     SLOT  3  ATM_LE             Code:  45

   Lan Type:      802.3    Max Frame Size:       1516

   Lan Name: elan1

   Targ ATM Address: 00000000000000000000000000-000000000000/00

   Dest LAN: ----

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  00:00:a2:cb:21:45

Control Distribute VC being opened up

#   23: 12/11/96 11:47:38.894   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Open call indicate (Control VCC) for LEC #3 (VP/VC 0/34)

#   24: 12/11/96 11:47:38.898   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=91 lec=3 atm=39000000000000000000000000-111111111111/01 vcc=0/0 

vcc_ins: bucket=34 lec=3 atm=39000000000000000000000000-111111111111/01 vcc=0/34

#   25: 12/11/96 11:47:38.898   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Received LE-JOIN Response pkt for LEC #3

LEC: Control Packet -

   Opcode:       JOIN

      Req_Type:   RESPONSE     Status:    SUCCESS

   Transaction_Id: 01ebb540   Requestor LECID: 0001   Flags: 0080

   Lan Type:      802.3    Max Frame Size:       1516

   Lan Name: elan1

#   26: 12/11/96 11:47:38.902   DEBUG     SLOT  3  ATM_LE             Code:  45

   Targ ATM Address: 39000000000000000000000000-111111111111/01

   Dest LAN: ----

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  00:00:a2:cb:21:45

#   27: 12/11/96 11:47:38.902   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: LEC #3 successfully joined LAN elan1 (LECID = 0001)

#   28: 12/11/96 11:47:38.902   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC API msg: LE Event Response from LEC #3 UserHandle 32512448  TransId 00000000

      LAN Emulation MAC Service Up Event from LEC #20

LEC API msg: LE Config Response from LEC #3 UserHandle 32512448  TransId 01f019c

#   29: 12/11/96 11:47:38.906   INFO      SLOT  3  ATM_LE             Code:   4

Line 1403101 : Circuit 3 : ATM LEC configuration complete.

Connecting to the BUS

#   30: 12/11/96 11:47:38.906   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Control Packet -

   Opcode:        ARP

      Req_Type:    REQUEST

   Transaction_Id: 00000000   Requestor LECID: 0001   Flags: 0000

   Lan Type:      802.3    Max Frame Size:     Unspec

   Lan Name: -------

   Targ ATM Address: 00000000000000000000000000-000000000000/00

   Dest LAN: ff:ff:ff:ff:ff:ff

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  ----

#   31: 12/11/96 11:47:38.909   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Transitioning into the ATM_LEC_BUSCONNECT state for cct 3

#   32: 12/11/96 11:47:38.909   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Received one of our LE-ARP Responses back for LEC #3

LEC: Control Packet -

   Opcode:        ARP

      Req_Type:   RESPONSE     Status:    SUCCESS

   Transaction_Id: 00000000   Requestor LECID: 0001   Flags: 0000

   Lan Type:      802.3    Max Frame Size:     Unspec

   Lan Name: -------

   Targ ATM Address: 39000000000000000000000000-111111111111/02

   Dest LAN: ff:ff:ff:ff:ff:ff

#   33: 12/11/96 11:47:38.913   DEBUG     SLOT  3  ATM_LE             Code:  45

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  ----

#   34: 12/11/96 11:47:38.913   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=92 lec=3 atm=39000000000000000000000000-111111111111/02 vcc=0/0 

#   35: 12/11/96 11:47:38.913   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Called SIG_Open_VC: cct 3 call_ref 6 sig_id 2

#   36: 12/11/96 11:47:39.882   WARNING   SLOT  3  ATM_LE             Code:  34

vcc_ins: bucket=35 lec=3 atm=39000000000000000000000000-111111111111/02 vcc=0/35

#   37: 12/11/96 11:47:39.882   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: opened LE-802.3-Mcast VCC (0/35)

LEC API msg: LE Resolve Response from LEC #3 UserHandle 32512448  TransId 01f019

BUSs Multicast Forward is  is opened…point to multipoint

#   38: 12/11/96 11:47:39.890   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Multicast Fwd open call indicate for LEC #3 (VP/VC 0/36)

#   39: 12/11/96 11:47:39.894   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=92 lec=3 atm=39000000000000000000000000-111111111111/02 vcc=0/0 

vcc_ins: bucket=36 lec=3 atm=39000000000000000000000000-111111111111/02 vcc=0/36

#   40: 12/11/96 11:47:39.894   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC API msg: LE Event Response from LEC #3 UserHandle 32512448  TransId 00000000

      Rx VCC Added Event from LEC #20

: VCC (0/36)

#   41: 12/11/96 11:47:39.894   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: BUS connected for LEC #3

#   42: 12/11/96 11:47:40.070   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Calling SIG_Bind(LE_8023_DATA): cct 3 bind_id 1

#   43: 12/11/96 11:47:40.073   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Transitioning into the ATM_LEC_OPERATIONAL state for cct 3

#   44: 12/11/96 11:47:40.077   TRACE     SLOT  3  ATM_LE             Code:  40

Line 1403101 : Circuit 3 : ATM LEC Data SAP binding complete.

LEC: Calling SIG_Register(CPN): cct 3 bind_id 1 sig_id 3 reg_id 4

#   45: 12/11/96 11:47:40.081   TRACE     SLOT  3  ATM_LE             Code:  41

LEC: Calling SIG_Register(BLLI): cct 3 bind_id 1 sig_id 3 reg_id 5

#   46: 12/11/96 11:47:40.085   TRACE     SLOT  3  ATM_LE             Code:  37

Line 1403101 : Circuit 3 : ATM LEC Data SAP register confirm for reg_id 4.

Line 1403101 : Circuit 3 : ATM LEC Data SAP register confirm for reg_id 5.

#   47: 12/11/96 11:48:26.909   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Control Packet -

   Opcode:        ARP

      Req_Type:    REQUEST

   Transaction_Id: 00000001   Requestor LECID: 0001   Flags: 0000

#   48: 12/11/96 11:48:26.913   DEBUG     SLOT  3  ATM_LE             Code:  45

   Lan Type:      802.3    Max Frame Size:     Unspec

   Lan Name: -------

   Targ ATM Address: 00000000000000000000000000-000000000000/00

   Dest LAN: 0a:00:00:d0:20:23

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  ----

Key to determining if router is sending or receiving control packet

LEC: Received LE-ARP Request pkt for LEC #3

LEC: Control Packet -

   Opcode:        ARP

      Req_Type:    REQUEST

#   49: 12/11/96 11:48:26.917   DEBUG     SLOT  3  ATM_LE             Code:  45

   Transaction_Id: 0ace0114   Requestor LECID: 0002   Flags: 0000

   Lan Type:     Unspec    Max Frame Size:     Unspec

   Lan Name: -------

   Targ ATM Address: 00000000000000000000000000-000000000000/00

   Dest LAN: 00:00:a2:cb:21:45

   Src ATM Address:  39000000000000000000000000-02d0a0ed0001/fe

   Src LAN:  ----

     ... for us: sending response from LEC #3

LEC: Control Packet -

   Opcode:        ARP

      Req_Type:   RESPONSE     Status:    SUCCESS

   Transaction_Id: 0ace0114   Requestor LECID: 0002   Flags: 0000

#   50: 12/11/96 11:48:26.921   DEBUG     SLOT  3  ATM_LE             Code:  45

   Lan Type:     Unspec    Max Frame Size:     Unspec

   Lan Name: -------

   Targ ATM Address: 39000000000000000000000000-0000a2666666/01

   Dest LAN: 00:00:a2:cb:21:45

   Src ATM Address:  39000000000000000000000000-02d0a0ed0001/fe

   Src LAN:  ----

The LES forwards ARP requests to all LECs, even the originator

LEC: Received LE-ARP Request pkt for LEC #3

LEC: Control Packet -

   Opcode:        ARP

      Req_Type:    REQUEST

   Transaction_Id: 00000001   Requestor LECID: 0001   Flags: 0000

   Lan Type:      802.3    Max Frame Size:     Unspec

#   51: 12/11/96 11:48:26.925   DEBUG     SLOT  3  ATM_LE             Code:  45

   Lan Name: -------

   Targ ATM Address: 00000000000000000000000000-000000000000/00

   Dest LAN: 0a:00:00:d0:20:23

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  ----

     ... not for us (LEC #3)

LEC: Control Packet -

   Opcode:        ARP

      Req_Type:   RESPONSE     Status:    SUCCESS

   Transaction_Id: 0ace0114   Requestor LECID: 0002   Flags: 0000

   Lan Type:     Unspec    Max Frame Size:     Unspec

#   52: 12/11/96 11:48:26.929   DEBUG     SLOT  3  ATM_LE             Code:  45

   Lan Name: -------

   Targ ATM Address: 39000000000000000000000000-0000a2666666/01

   Dest LAN: 00:00:a2:cb:21:45

   Src ATM Address:  39000000000000000000000000-02d0a0ed0001/fe

   Src LAN:  ----

#   53: 12/11/96 11:48:26.952   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Data Direct open call indicate for LEC #3 (VP/VC 0/37)

#   54: 12/11/96 11:48:26.952   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=107 lec=3 atm=39000000000000000000000000-02d0a0ed0001/fe vcc=0/0

vcc_ins: bucket=37 lec=3 atm=39000000000000000000000000-02d0a0ed0001/fe vcc=0/37

#   55: 12/11/96 11:48:26.952   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC API msg: LE Event Response from LEC #3 UserHandle 32512448  TransId 00000000

      Rx VCC Added Event from LEC #20

: VCC (0/37)

#   56: 12/11/96 11:48:26.952   WARNING   SLOT  3  ATM_LE             Code:  34

LEC: LE_READY_IND received on vcc (0/37)  

#   61: 12/11/96 11:48:30.878   DEBUG     SLOT  3  ATM_LE             Code:  45

   Src LAN:  ----

LEC API msg: LE Resolve Response from LEC #3 UserHandle 32512448  TransId 01f019

Line 1403101 : Circuit 3 : ATM LEC ARP Table modified for MAC 0x0a0000d02023.

Old VC (0/35) vcid = 8

New VC (0/0) vcid = 0

Sending FLUSH REQuest for MAC 0x0a0000d02023 with id 1

LEC: Control Packet -

   Opcode:      FLUSH

      Req_Type:    REQUEST

   Transaction_Id: 00000001   Requestor LECID: 0001   Flags: 0000

   Lan Type:     Unspec    Max Frame Size:     Unspec

   Lan Name: -------

   Targ ATM Address: 39000000000000000000000000-02d0a0ed0001/fe

#   62: 12/11/96 11:48:30.882   DEBUG     SLOT  3  ATM_LE             Code:  45

   Dest LAN: 0a:00:00:d0:20:23

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  00:00:a2:cb:21:45

#   63: 12/11/96 11:48:30.882   WARNING   SLOT  3  ATM_LE             Code:  34

LEC: Flush packet for unknown LEC discarded

#   64: 12/11/96 11:48:30.882   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Control Packet -

   Opcode:      FLUSH

      Req_Type:   RESPONSE     Status:    SUCCESS

   Transaction_Id: 00000001   Requestor LECID: 0001   Flags: 0000

   Lan Type:     Unspec    Max Frame Size:     Unspec

#   65: 12/11/96 11:48:30.886   DEBUG     SLOT  3  ATM_LE             Code:  45

   Lan Name: -------

   Targ ATM Address: 39000000000000000000000000-02d0a0ed0001/fe

   Dest LAN: 0a:00:00:d0:20:23

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  00:00:a2:cb:21:45

Received FLUSH RESPonse for MAC 0x0a0000d02023 with id 1

Line 1403101 : Circuit 3 : ATM LEC ARP Table modified for MAC 0x0a0000d02023.

Old VC (0/0) vcid = 0

New VC (0/37) vcid = 10

#   66: 12/11/96 11:48:39.866   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC:     .... destination 0a:00:00:d0:20:23

#   67: 12/11/96 11:48:39.870   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC:    Not reverifying .... destination ff:ff:ff:ff:ff:ff since the LE_ARP cach

LEC: LE-ARP 300 second reverification timeout expired for LEC 3

#   78: 12/11/96 11:49:06.831   DEBUG     SLOT  3  ATM_LE             Code:  45

   Src LAN:  ----

LEC API msg: LE Resolve Response from LEC #3 UserHandle 32512448  TransId 01f019

Line 1403101 : Circuit 3 : ATM LEC ARP Table modified for MAC 0x0a0000d02023.

Old VC (0/35) vcid = 8

New VC (0/0) vcid = 0

Sending FLUSH REQuest for MAC 0x0a0000d02023 with id 2

LEC: Control Packet -

   Opcode:      FLUSH

      Req_Type:    REQUEST

   Transaction_Id: 00000002   Requestor LECID: 0001   Flags: 0000

   Lan Type:     Unspec    Max Frame Size:     Unspec

   Lan Name: -------

   Targ ATM Address: 39000000000000000000000000-02d0a0ed0001/fe

#   79: 12/11/96 11:49:06.835   DEBUG     SLOT  3  ATM_LE             Code:  45

   Dest LAN: 0a:00:00:d0:20:23

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  00:00:a2:cb:21:45

#   80: 12/11/96 11:49:06.835   WARNING   SLOT  3  ATM_LE             Code:  34

LEC: Flush packet for unknown LEC discarded

#   81: 12/11/96 11:49:06.835   DEBUG     SLOT  3  ATM_LE             Code:  45

LEC: Control Packet -

   Opcode:      FLUSH

      Req_Type:   RESPONSE     Status:    SUCCESS

   Transaction_Id: 00000002   Requestor LECID: 0001   Flags: 0000

   Lan Type:     Unspec    Max Frame Size:     Unspec

#   82: 12/11/96 11:49:06.839   DEBUG     SLOT  3  ATM_LE             Code:  45

   Lan Name: -------

   Targ ATM Address: 39000000000000000000000000-02d0a0ed0001/fe

   Dest LAN: 0a:00:00:d0:20:23

   Src ATM Address:  39000000000000000000000000-0000a2666666/01

   Src LAN:  00:00:a2:cb:21:45

Received FLUSH RESPonse for MAC 0x0a0000d02023 with id 2

Line 1403101 : Circuit 3 : ATM LEC ARP Table modified for MAC 0x0a0000d02023.

Old VC (0/0) vcid = 0

New VC (0/37) vcid = 10
ATM Trace Filetc "Example of an ATM Trace File":

Below is a trace file showing a Bay Networks router joining a ELAN on a C100 switch.

SSCOP PDUs were cut out to make the trace easier to follow.

The router is the DTE the C100 is the DCE in this trace file.

SUMMARY  Delta T   Bytes    Destination   Source        Summary

The switch sends a cold start trap to re-initialize ILMI

     7    8.09288    41  DTE             DCE.0.16         ILMI Trap-v1  Cold start 

     8    0.00020    44  DTE             DCE.0.16         ILMI GetNext  atmfNetPrefixStatus = 0

The router restarts  SSCOP, thus re-initializing its side of the ATM link

     9    1.95477     8  DCE             DTE.0.5           SSCOP Begin Init Req PDU

    10    0.01303     8  DTE             DCE.0.5          SSCOP Begin Ack Req PDU

The router sends a ILMI cold start trap to re-initializes/restart ILMI

    21    0.00877    39  DCE             DTE.0.16         ILMI Trap-v1  Cold start

The switch and the router each query each other’s database(prefix on the router, address on the switch) to make sure everything has been reinitialized to 0.  If a 0 status is not received back another cold start trap will be issued.

    22    0.00049    44  DCE             DTE.0.16         ILMI GetNext  atmfAddressStatus = 0

    23    0.00139    44  DTE             DCE.0.16         ILMI GetReply No such name atmfAddressStatus = 0

    38    0.18667    44  DTE             DCE.0.16         ILMI GetNext  atmfNetPrefixStatus = 0

    39    0.00183    44  DCE             DTE.0.16         ILMI GetReply No such name atmfNetPrefixStatus = 0

The switch now sets the ATM net prefix on the router

    40    0.00121    58  DTE             DCE.0.16         ILMI Set      atmfNetPrefixStatus = 1

    41    0.00541    58  DCE             DTE.0.16         ILMI GetReply atmfNetPrefixStatus = 1

The router now combines the net prefix  it received from the switch and its ESI (MAC address) and selector byte and “registers” its address on the switch with the following SNMP set

    42    0.00546    69  DCE             DTE.0.16         ILMI Set      atmfAddressStatus = 1

    43    0.00114    69  DTE             DCE.0.16         ILMI GetReply atmfAddressStatus = 1

The router issues a call setup to the well known address of the LECS as defined by the ATM forum. It is important to note the CRN number, for when either the switch or  edge device releases a call, the release message will contain the CRN of the SVC that is to be released, not the VPI/VCI.

   46    0.64357   120  DCE             DTE.0.5          Q2931 Setup CRN=000001 called=47:0079:0000 0000 0000 0000 0000:ATMfrm000001:00 calling=39:0000:0000 0000 0000 0000 0000:WllfltC588FC:00

The switch issues a call proceeding to inform the router that it received the call setup and forwarded it successfully.  The first packet back from the switch in response to a call setup will contain the VPI/VCI the edge device is to use for data direct SVC.  If the switch does not issue a call proceeding, the VPI/VCI information must be specified in the a “connect” message.

    47    0.00425    24  DTE             DCE.0.5          Q2931 Call proceeding CRN=000001

    48    0.00062    16  DTE             DCE.0.5          Q2931 Connect CRN=000001

    49    0.00553    16  DCE             DTE.0.5          Q2931 Connect acknowledge CRN=000001

The router has now opened the “config direct” VC to the LECS and issues a “config request” and gets back a “config response” containing the address of the LES for the specified ELAN.

    50    0.12701   108  DCE             DTE.0.32         LECTRL  CONFIGURE_REQUEST  

    51    0.00082   108  DTE             DCE.0.32         LECTRL  CONFIGURE_RESPONSE

Standard SSCOP POLL/STAT

    56    0.11334     8  DTE             DCE.0.5          SSCOP POLL PDU(Trans Stat Info)

    57    0.00131    12  DCE             DTE.0.5          SSCOP STAT PDU(Receiver State Info)

The router now attempts to open up an SVC to the LES that was specified in the “config response”.  If the router had statically configured the LES’s address the previous config requests and responses would not have been seen.

   62    0.48439   120  DCE             DTE.0.5          Q2931 Setup CRN=000003 called=39:0000:0000 0000 0000 0000 0000:222222222222:01 calling=39:0000:0000 0000 0000 0000 0000:WllfltC588FC:00

    63    0.00403    24  DTE             DCE.0.5          Q2931 Call proceeding CRN=000003

    64    0.00169    16  DTE             DCE.0.5          Q2931 Connect CRN=000003

    65    0.00471    16  DCE             DTE.0.5          Q2931 Connect acknowledge CRN=000003

A connection to the LES was established and now the router issues a “join request” on the “control direct”

SVC

    66    0.12706   108  DCE             DTE.0.34         LECTRL  JOIN_REQUEST 

The LES on the switch upon  receiving the “join request” attempts to open up the “control distribute” point to multipoint SVC back to the router.  The router has to accept this call as defined by the standard even though it has not completed “joining” the ELAN

    67    0.00372   136  DTE             DCE.0.5          Q2931 Setup CRN=000001 called=39:0000:0000 0000 0000 0000 0000:WllfltC588FC:00 calling=39:0000:0000 0000 0000 0000 0000:222222222222:01

    68    0.00831    20  DCE             DTE.0.5          Q2931 Call proceeding CRN=000001

    69    0.00989    44  DCE             DTE.0.5          Q2931 Connect CRN=000001

    70    0.00169    16  DTE             DCE.0.5          Q2931 Connect acknowledge CRN=000001

The router receives back a  “join response” that will contain information detailing in the request was accepted.  If it were to fail, users would see “releases” dropping any open VCs to the LES.

    71    0.00249   116  DTE             DCE.0.34         LECTRL  JOIN_RESPONSE  

The router now ARPs for the BUS.  The ARP request and ARP RESPONSE are forwarded/received over the “control direct” SVC to the switch.

    72    0.00298   108  DCE             DTE.0.34         LECTRL  ARP_REQUEST  

    73    0.00012   108  DTE             DCE.0.34         LECTRL  ARP_RESPONSE  

The router now attempts to open up the “multicast send” point to point SVC to the BUS

    92:39:0000 0000 0000 0000 0000 0000:222222222222:02 calling=39:0000:0000 0000 0000 0000            

    0000:WllfltC588FC:00

    93    0.00403    24  DTE             DCE.0.5          Q2931 Call proceeding CRN=000005

    94    0.00283    16  DTE             DCE.0.5          Q2931 Connect CRN=000005

The BUS on the switch upon receiving a “call setup”, attempts to open up the “multicast forward” point to multipoint SVC back to the router.

    95    0.00171   136  DTE             DCE.0.5          Q2931 Setup CRN=000003 called=39:0000:0000 0000 0000 0000 0000:WllfltC588FC:00 calling=39:0000:0000 0000 0000 0000 0000:222222222222:02

Both the “multicast send” and “multicast forward” are accepted and acknowledged

    96    0.00213    16  DCE             DTE.0.5          Q2931 Connect acknowledge CRN=000005

    97    0.01068    20  DCE             DTE.0.5          Q2931 Call proceeding CRN=000003

    98    0.01561    44  DCE             DTE.0.5          Q2931 Connect CRN=000003

    99    0.00172    16  DTE             DCE.0.5          Q2931 Connect acknowledge CRN=000003
RFC 1577 (Classical IP over ATM) tc "RFC 1577 (Classical IP over ATM":

RFC 1577: Classical IP over ATM  allows IP to function in an SVC environment without the overhead of LANE.  Users configure can the router to function as the ARP Server or  a Client.  To configure a service record to be 1577 instead of LANE, select the format to be LLC/SNAP instead of LANE 802.3, but leave the VC type set at SVC and a list of valid IP protocols will be presented.  Once the IP address has been entered Site Manager will prompt  for 1577 information.

To allow the use of 10K packets the MTU size must be changed in three places: In the service record entry, the line attributes, and the CPCS values in the Sig VC screen under  ATM Signaling. 

All the 1577 MIB variables are located in wfIpInterfaceEntry at the very bottom of the list.  Included in them are mode (client or server) and ATM address of the server (if the 1577 service record is defined

as a client). 



wfIpInterfaceAtmArpMode = 112



wfIpInterfaceAtmArpServerAddress = 113



wfIpInterfaceAtmArpServerVcAgingEnable = 114



wfIpInterfaceAtmArpServerRegInterval = 115



wfIpInterfaceAtmArpServerConnState = 116



wfIpInterfaceAtmArpAttemptedCalls = 117



wfIpInterfaceAtmArpFailRetryCalls = 118



wfIpInterfaceAtmArpFailNoRetryCalls = 119



wfIpInterfaceAtmArpSuccessfulCalls = 120



wfIpInterfaceAtmArpAcceptedCalls = 121



wfIpInterfaceAtmArpOpenSvcs = 122



wfIpInterfaceAtmArpMisc = 123            
<- Used in extended debug logging



wfIpInterfaceAtmArpMisc2 = 124

There is currently no MIB object that stores the 1577 ARP table.  It can only be accessed using the TI command  atmarp.  Below are examples of its use:

TI Prompt >help atmarp

Usage:

atmarp   table [<options>] <locally defined 1577 IP address>

Privilege: Manager & User

The Atmarp command displays the ATMARP table for a specified interface.

Valid <options>:

     '-r' to display the resolution table (default)

     '-v' to display the VC table

     '-a' to display ATM addresses

<-Not a very useful option !

     '-l' to display more detailed information for one of the above tables  

Examples of the most  useful atmap commands are listed below:

TI Prompt >atmarp table -r 192.32.1.11

IP address          Life   ATM address                                                           Vpi.vci

---------------        -----  -----------------------------------------                               --------

192.32.1.22        950  39000000000000000000000000.0000a222222201  0.400   *

192.32.1.33        957  39000000000000000000000000.0000a233333301  0.399   *

The Vpi.vci that is specified is the one that is currently open to pass data to sprecified IP address.

Data is passed bi-directional over the vpi.vci. Life is simply how old the entry is

TI Prompt >atmarp table -v 192.32.1.11

Vpi.vci                                   Atm address                                IP address       Life

--------     -----------------------------------------                              ---------------  -----

0.399     39000000000000000000000000.0000a233333301  192.32.1.33       1128

0.400     39000000000000000000000000.0000a222222201  192.32.1.22       1121

TI Prompt >atmarp table -r -l 192.32.1.11

IP Address          State      Encaps        Lifetime  Retries

---------------      ---------     ---------        --------  --------

192.32.1.22      Resolved   Default        1164         0

192.32.1.33      Resolved   Default        1164         0

You might use the -l option when there are problems connecting to a specified host

TI Prompt >atmarp table -v -l 192.32.1.11

Vpi.vci  Vcid           Callref      State Type  
I/O 
Call 
Encaps    
Mtu

-------- ------- -------- ----- ----- --- ---- ---------- ---------------------------------------------------

0.399     18f000      118 SVC        Pt2Pt 
I/O 
Ced  
LLC/SNAP   
4608

0.400     190000      119 SVC       Pt2Pt 
I/O 
Ced  
LLC/SNAP   
4608

wfIpInterfaceEntry.wfIpInterfaceAtmArpMisc controls debug features in ATMARP (RFC 1577 support) for a particular ATMARP client/server. There is no global debug level for all of the ATMARP interfaces.  This field is not settable via Site Manager.

ATMARP debug messages are currently put in the log under the 'IP' entity.  To see only ATMARP related log messages, use:

TI prompt> log -fftwid -eIP -c85-125 -c132-139

wfIpInterfaceEntry.wfIpInterfaceAtmArpMisc is interpreted as follows:

  3                  2                   1

1098765432109876 5432109876543210

                     |        | |                           ddd = These three bits hold the debug level

                     |        | |                            Zero is off, seven results in the

                     |        | |                            maximum amount of log messages.

                     |        | |     

                     |        | |

                     |        | | --------- AOPT_open_AH : if 1, forces ATMARP to open

                     |        |                a call to any configured adjacent hosts(bit 6)

                     |        |

                     |        | ---------- AOPT_srv_open : if 1, forces the ATMARP

         
       |                  
 client to always try to keep a VC to

                     |                   
 the server open. (bit 7)

                     |

         
       |-------------- AOPT_aal_sscs_id : if 1, forces ATMARP to

                               
include the SSCS type identifier (coded

                              
 to 'null' in the AAL Parameters IE.

                             
 (This may be necessary to interoperate

                             
  with some versions of Efficient Networks

                             
  ATM adaptors). (bit 8)

The hex values for these three bits are:

AOPT_open_AH

0x00010000

AOPT_srv_open 

0x00020000

AOPT_aal_sscs_id
0x00200000

AOPT_open_AH and AOPT_srv_open require the specified interface to be bounced to take effect.  The debug level and the AOPT_aal_sscs_id take effect immediately (no restart of the interface).

Of the other bits in this field, those with a '.' are unused.  Those with a '+' are used, but I'd like to keep them undefined as they were used to aid in debugging during implementation, and likely don't provide any use to a customer.

Examples:

To turn on maximum debugs on IP interface 192.32.5.7.3:

TI Prompt> set wfIpInterfaceEntry.wfIpInterfaceAtmArpMisc.192.32.5.7.3 7;commit

To turn them off:

TI Prompt> set wfIpInterfaceEntry.wfIpInterfaceAtmArpMisc.192.32.5.7.3 0;commit

To configure a client to always have a VC open to the server (hence always registered and in the server's tables):

TI Prompt> set wfIpInterfaceEntry.wfIpInterfaceAtmArpMisc.192.32.5.7.3 0x00020000

TI Prompt> set wfIpInterfaceEntry.wfIpInterfaceEnable.192.32.5.7.3 1;commit

To have the sscs mode ID in the AAL Params IE, as well as a debug

level of 3:

TI Prompt>  set wfIpInterfaceEntry.wfIpInterfaceAtmArpMisc.192.32.5.7.3 0x00200003;commit

tc "RFC 1577 Example Log File"
Below is an example log file with extended debugging turned on for wfIpInterfaceEntry for the 1577 service record defined as a server.  Use it as a guide when troubleshooting problems:
#    6: 04/03/96 17:37:52.199   INFO      SLOT  5  IP                 Code:   2

Interface 192.32.1.11 up on circuit 8

#    7: 04/03/96 17:37:52.203   DEBUG     SLOT  5  IP                 Code:  85

ATMARP 192.32.1.11: initializing server

ATMARP 192.32.1.11: env 01e73270 line rate 149760000, PCR 353207, mtu 4608 nwif

01db7f44

ATMARP 192.32.1.11: sig_gh 0000a388 atm_ctrl_gh 0000a373

ATMARP 192.32.1.11: Signaling alive 8400a388

ATMARP 192.32.1.11: ATM CTRL alive 8400a373

#    8: 04/03/96 17:37:52.207   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: ATMARP gh 8400a65e

ATMARP 192.32.1.11: SC Our ATM address A 20 39000000:00000000:00000000:000000a2:

11111101

ATMARP 192.32.1.11: sending SIG_Bind

#    9: 04/03/96 17:37:52.211   DEBUG     SLOT  5  IP                 Code: 118

ATMARP 192.32.1.11: received SIG_Bind_Cfm sigid 1

ATMARP 192.32.1.11: sending SIG_Reg for ATM Address sigid 1

#   10: 04/03/96 17:37:52.215   DEBUG     SLOT  5  IP                 Code: 117

ATMARP 192.32.1.11: sending SIG_Reg for LLC/SNAP sigid 1

#   11: 04/03/96 17:37:52.219   DEBUG     SLOT  5  IP                 Code: 117

ATMARP 192.32.1.11: sending SIG_Reg for LLC/SNAP-IP only sigid 1

#   12: 04/03/96 17:37:52.223   DEBUG     SLOT  5  IP                 Code: 117

ATMARP 192.32.1.11: sending SIG_Reg for NULL encapsulation sigid 1

#   13: 04/03/96 17:37:52.227   DEBUG     SLOT  5  IP                 Code: 119

ATMARP 192.32.1.11: received SIG_Reg_Cfm for Called Address sigid 1

ATMARP 192.32.1.11: received SIG_Reg_Cfm for LLC/SNAP sigid 1

ATMARP 192.32.1.11: received SIG_Reg_Cfm for LLC/SNAP-IP only sigid 1

ATMARP 192.32.1.11: received SIG_Reg_Cfm for NULL encapsulation sigid 1

#   14: 04/03/96 17:37:52.231   DEBUG     SLOT  5  IP                 Code:  13

Client on 192.32.1.11 for protocol 89 port 0 is up

#   15: 04/03/96 17:37:52.234   DEBUG     SLOT  5  IP                 Code:  12

Delivery gate is UP!

Client on 192.32.1.11 for protocol 17 port 69 is up

#   16: 04/03/96 17:37:52.242   DEBUG     SLOT  5  IP                 Code:  13

Client on 192.32.1.11 for protocol 17 port 161 is up

#   17: 04/03/96 17:37:53.356   DEBUG     SLOT  5  IP                 Code:  38

Client on 192.32.1.11 for TCP local 23 remote 0 is up

Client on 192.32.1.11 for TCP local 21 remote 0 is up

#   18: 04/03/96 17:38:19.566   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: RX INARP_RES_REQ

#   19: 04/03/96 17:38:19.574   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: RX SIG_OPEN_VC_IND

ATMARP 192.32.1.11: received SIG_Open_VC_Ind A 20 39000000:00000000:00000000:000

000a2:22222201. VCid 1ca000 Ref 3

ATMARP 192.32.1.11: adding ATM address A 20 39000000:00000000:00000000:000000a2:

22222201

ATMARP 192.32.1.11: sending InARP request for 0.0.0.0 on VCid 1ca000

A client whose IP address was 192.32.1.22 (which you cannot tell bythe message, but by the ones below) opened up a SVC to the Server.  The client send the server an AP addressed to itself, the server responds, and then sends an InArp to the client.  the client then Arps for the server.

#   20: 04/03/96 17:38:19.578   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: inserting vc in vcid table vcid 1ca000 ref 3

ATMARP 192.32.1.11: inserting vc in callref table vcid 1ca000 ref 3

#   21: 04/03/96 17:38:19.586   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: RX ARP_REQUEST

ATMARP 192.32.1.11: received ARP request from 192.32.1.22 -> A 20 39000000:00000

000:00000000:000000a2:22222201 for 192.32.1.22 on VCid 1ca000

ATMARP 192.32.1.11: inserting entry in res table 192.32.1.22

ATMARP 192.32.1.11: sending ARP response for 192.32.1.22 -> A 20 39000000:000000

00:00000000:000000a2:22222201 to 192.32.1.22 on VCid 1ca000

#   22: 04/03/96 17:38:19.609   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: RX INARP_REPLY

#   23: 04/03/96 17:38:19.613   DEBUG     SLOT  5  IP                 Code: 104

ATMARP 192.32.1.11: received InARP response from 192.32.1.22 on VCid 1ca000

#   24: 04/03/96 17:41:27.332   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: RX ARP_RES_REQ for 192.32.1.33

ATMARP 192.32.1.11: Server didn't have entry, reporting failure for 192.32.1.33

#   25: 04/03/96 17:43:52.316   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: RX ARP_RES_REQ for 192.32.1.33

ATMARP 192.32.1.11: Server didn't have entry, reporting failure for 192.32.1.33

The above two messages were generated when an ARP request was received for an IP address that had not registered with the ARP Server.

#   26: 04/03/96 17:44:04.277   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: RX ARP_RES_REQ for 192.32.1.22

#   27: 04/03/96 17:44:04.281   DEBUG     SLOT  5  IP                 Code:  91

ATMARP 192.32.1.11: created encaps for vcid 1ca000, reporting gh 8400a39f for 19

2.32.1.22
Trouble Shooting ATM: tc "Trouble Shooting ATM/LANE"
1: First verify what is the customer is trying to do (SVCs vs PVCs, LANE vs RFC1577 vs no ATM protocol) and the problem they are seeing.
2:If the installation is new or the customer has upgraded software and the interface is not coming up at all, have the customer clear the log, reset the slot, and then execute the following command from TI:

TI prompt> log -fw -eLOADER

If any warning messages come up about files not being found, the image currently on the system does not support what is configured.  Please contact CS to get the correct image.

3: If the installation the customer is having problems with  PVCs make sure of the 

following:

a)  If the customer is doing only PVCs make sure signaling is disabled if the switch being connected to does not support signaling.  The router  is trying to establish an SSCOP connection and will not bring any VC until the SSCOP connection comes up.

b)  Check the log for “failed to register” messages.  This usually indicates that the customer has “oversubscribed” the interface.  The customer needs to check the value of each PVCs PCR and SCR (peak cell rate and sustainable cell rate) to make sure the sum of all the VCs PCR and SCR  does not exceed what the values configured on the interface.

c)  If  the PVC is terminating to a non-Bay device running IP make sure an adjacent host entry is defined in the router using the outgoing VPI/VCI number as the adjacent entry’s MAC addresses.

d)  Check the VCL stats for the configured VC for cell/frame stats.

e)  If running LLC/SNAP encapsulation check wfAtmMpeEntry for PID errors

f)  Verify that PVCs are not the termination points for C100 Turbo or Circuit Saver Connections.  The router cannot be a termination point for these type of C100 connections.

4: If the customer has configured LANE and nothing coming is coming up check the following:
a)  Verify the log again looking for WARNING messages from the “LOADER” indicating that the image is incorrect. Also users may want to do a loadmap command on the ARE slot. 

b)  Check the following based on the hardware in the router:

ARE ATM Interface:

Check wfAtmInterfaceConfEntry  and wfAtmizerIntfStats Entry to make sure the interface is enabled ,up, and receiving data. If no data is being received/transmitted also check the wfAtmizerDrvCfgEntry  for any possible configuration errors (such as framing,  clock,…). If the interface stats show the exact same numbers of cells/frames transmitted make sure no loop back has been enabled in the data path.

After verifying the low level configs check  I/O modules LEDs and re-check the log files for warning messages.  If the RDI LED is on that means there is either a receive failure on the far end or a transmit failure on the local end (check local interface stats, TX should be incrementing).  Users can take a fiber and loop the local transmit port to the local receive port.  If the RDI light goes out then the problem is either in the link or the far end.

Check the LEDs on the ARE.  Description of the ARE LEDs are at the end of this guide.  Possibly running diagnostics on the ARE and re-verify LED sequence 

FRE ATM Interface:
Check wfAtmInterfaceConfEntry wfAtmAlcDrvEntry, wfAtmAlcCopDataPathEntry,  wfAtmAlcCopErrorEntry to make sure the interface is enabled ,up, and receiving data. If no data is being received/transmitted also check the wfAtmAlcFrmConfEntry  for any possible configuration errors (such as framing, clock,…).   After verifying the low level configs check  I/O modules LEDs and re-check the log files for warning messages.  If the RDI LED is on that means there is either a receive failure on the far end or a transmit failure on the local end (check local interface stats, TX should be incrementing).  Users can take a fiber and loop the local transmit port to the local receive port.  If the RDI light goes out then the problem is either in the link or the far end.

If frames are being received and transmitted on interfaces but nothing is passed to higher level protocols users should verify that payload “scrambling” is either disabled or enable on both sides of the ATM.  If there is a mismatch, data will be received, there will not be any errors, data will just disappear.  Scrambling is enabled on the router by default and cannot be disabled on non-DS3 ARE ATM interfaces, but can be enabled/disabled on FREII/FRE 60 ATM modules.

c)  Check wfAtmSigEntry and wfAtmIlmiEntry to make sure they are enabled and up. Check wfAtm(izer)VclStatsEntry to see if data is being received over 0/5 (signaling VC) and 0/16 (ILMI VC). There is an explanation of these MIB objects in the previous sections of the guide.  Users may want to check their findings against the defaults in this guide. These VCs are treated as PVC and automatically try to come up when LANE is configured.  If data is being received and transmitted over these VCs but nothing is coming up, enable extended debugging in wfAtmSigEntry and wfAtmIlmiEntry and check the log. 

log -fwd -eATM -eATMINTF -eATM_SIG

Compare the resulting log with the log found at the end of this guide with no extended debugging turned on.  If SSCOP/SIGNALING/ILMI are not coming up enabled extended debug messages (as documented in the Signaling and ILMI sections) and compare results to example log files in those sections.

d)  Check wfIAtmNetPrefixEntry to make sure the router received its net prefix from the switch.  If not, enable extended ILMI debugging to find out where it is failing.

e)  Users may also want to check MIB attributes 9 and 10 of wfAtmServiceRecordEntry to check what the configured ATM suffix is (ESI and Selector) and find out the complete 20 byte ATM address used by the service record.  If MIB attribute #10 is nil, the service record did not register its address so users should check the log.  If MIB attribute # 9 is all 0’s that means that users have enabled autogeneration.

5: If the interface is receiving/transmitting  data and ILMI/Signaling are up check the following:

a)  If ILMI is fine , and in the log “SSCOP is UP” messages are found in the log check wfAtmLecServerVccEntry.  The instance will be the circuit number of the service record.  This MIB object will detail exactly what LANE control SVCs are up and operational.  And their associated VPI/VCI values. Use this information along with wfAtmLecStatusEntry.   In wfAtmLecStatusEntry there is a MIB attribute wflecInterfaceState (#4) that will contain the current state of the LEC process. Possible values include:

          initial(1),

    

    lecsconnect(2),

    

    configure(3),

    

    join(4),

    

    reg(5),

    

    busconnect(6),

    

    operational(7)

Users should do execute the following TI command to get the status of all the LECs on the router:

TI Prompt> get wfAtmLecStatusEntry.4.*

States 1,2,3 deal with the LECS.  If state is 1 check the elan name

configured in wfAtmLecConfigEntry.  If  the LECS does not know about

 this elan the CONFIG REQUEST/CONFIG RESPONSE will fail. Elan

 names are case sensitive so make sure the LEC and LECS  have the same 

elan names defined EXACTLY.

States 4, and 5 deal with the LES (but LECS could be giving     

the router bad information so reverify LECS config, ie non-existant LES).

Verify the LES is up and active and that the switch the router is connected to 

either is configured to be the LES or has an IISP or PNNI path to the LES.

States 6 point to the BUS

State 7 is normal operating state

MIB attribute number 5 in wfAtmLecStatusEntry that will also contain the failure 

reason.  These codes are more cryptic but are as follows:

none(1) 

dupdst(6), 

invdst(11),

tmo(2), 

dupatmadr(7), 

invatmadr(12),

 
undef(3), 
insufres(8), 

nocfg(13),

    

vrsnotsup(4), 
accdenied(9), 

lecfgerr(14),

       
      
invreq(5), 
invreqid(10), 

insufinfo(15)

Status code from the last failed configure response or join response.  Failed responses are those for which the LE_CONFIGURE_RESPONSE / LE_JOIN_RESPONSE frame contains a non-zero code, or fails to arrive within a timeout (tmo) period. If none of this client's requests have failed, this object has the value 'none'. If the failed response contained a STATUS code that is not defined in the LAN Emulation specification, this object has the value 'undefinedError'. Other failure codes correspond to those defined in the LANE specification, although they may have different numeric values.

If some of the LECs or  some of the associated control VCs are not up, enable verbose debugging in wfAtmLecConfigEntry.  Users should then clear the log and bounce the service record associated with the LEC extended dugging was just enabled on.  DO NOT ENABLE THIS PARAMETER ON EVERY LEC CONFIGURED.  ONLY ENABLE IT ON ONE LEC AT A TIME.

If during the setup of control VCs requests and responses can be seen, verify the information in the requests and responses to make sure it is correct.  If requests are seen and then “call releases” are seen instead of “responses” make sure the ATM addresses trying be called exist.  Users could have misconfigured an address of the LECS or LES if they were statically configured in wfAtmLecConfigEntry  OR for example users could have mistyped the address of a LES when configuring the LECS.  Users should also look for any other type of signaling error messages possibly indicating the max number of VCs has been exceeded or maxium number of service records using signaling has been exceeded.  Check the previous explanations of the signaling and interface MIBS for more information on these attributes.

b)  If all the LECs and the associated control VCs are up and operational, leave the extended debug messages defined on the LEC/service record in question and have the use attempt to make a connection to a remote host over the LEC.  Check the log messages for LE_ARP timeout/no response messages under the entity ATM_LE, and also check the statistics for the LEC in wfAtmLecStatisticsEntry.  This MIB object contains information about all the LANE  control packets this LANE Service Record has received/transmitted.  If everything works fine just verify the LANE ARP cache wfAtmleArpEntry and the VPI/VCI used to get to the MAC address in wfAtm(izer)VclStatsEntry.  If that looks fine then the problem could be with the outgoing/incoming call set up and debug messages should be re-enabled on wfAtmSigEntry.



Users may want to compare the ELAN name specified in wfAtmLecConfigEntry (MIB

attribute #8) to the actual ELAN the LEC is in, which is specified in wfATMLecStatusEntry,  MIB attribute # 14 if everything appears up and working but there are connectivity issues.  These two MIB attributes should be the same and if  they are different it could indicate a misconfiguration on the router (wrong ELAN specified in the LEC config), the LECS (specified the wrong LES address for an ELAN), or a misconfiguration of the LES’s ELAN name.

If customers are complaining about the amount of time it takes the router to join multiple ELANs.  Check the SSCOP window being given to the router from the switch.  If it is less than 32 users may try decreasing the SSCOP Max PDU window on the router, wfAtmSscopMaxP so it is less than the switch’s SSCOP window. This throttles back the router  by reducing the number of outstanding PDUs it can queue up to send to the switch.  This parameter defaults to 128, so the router will queue and transmit  up 128 PDUs before sending an unsolicited poll.  If the switch the user is connected to has for example of  SSCOP window of 16, what happens is the router  will queue up a 128 PDUss internally to be transmitted, and then only be able to transmit 16(the switch’s window size) between polls . Once the  window of 16 is filled the router would have to wait until it sent a poll when our SSCOP poll timer expires since it would not send an unsolicited poll till we had 128 PDUs outstanding.  If the parameter wfAtmSscopMaxPD is set to a value less than the switch’s SSCOP window  the router will be able to send an unsolicited poll as soon as it transmits that number of PDUs so in effect it keeps the window moving faster, and the router no longer just  fills the pipe with switch’s PDU window size and wait.

If some the customer has configured greater than 20 LECs and with the addition of the 21st LEC the customer starts running into connectivity issues make sure you increased the default values of the following two parameters:



wfAtmSigEntry.wfAtmSigMaxServiceUsers.1404101 = 20

wfAtmSigEntry.wfAtmSigMaxPtPtConnections.1404101 = 1000

These values can be modified either through TI or in the ATM Signaling screen under the ATM button in Site Manager.  MaxServiceUsers has to be the greater than or equal to the number of service records configured.
It is important to note that the router only allows one service record for Emulated LAN.  If the customer is running CMS/MCS this can sometimes cause confusion because by default MCS/CMS dumps all the service records into the same “default” vlan unless otherwise configured.

If users are connecting to a C100 there is a trouble shooting document  for the C100s that can used to trouble shoot LANE problems between the router and a C100 switch.  If the C100 connecting to the router is running version 2.0.1 software the router must have a unique MAC address, not just selector byte, in each service record defined (disable autogeneration).

Users should now possibly explore the use of PCAP to capture a trace of what is happening so it can be viewed by Customer Support.  If users do not know how to configure packet capture it can be done through Optivity or through TI (explained in the TI manual) or through using script files.  The only information that will not be save is the VPI/VCI the saved data came in on or was transmitted out on.  This information is stripped off before or added on after the buffer was dumped to the PCAP file.

5.  If the customer is running 1577 check the following:
a)  Check the config file and make sure that the correct ARP server  is defined if the router is a CLIENT, also check packet encapsulation.  It would be also useful to determine is the customer is doing 1577 over SVCs (usual) or PVCs.

b)  If the configuration file appears to be correct check ILMI and signaling as described in steps 4b and 4c.

c)  Check the 1577 ARP cache with the TI command “atmarp” (examples are shown in the previous section “RFC 1577”.

d)  Enable extended debugging messages described in the previous section “RFC 1577”.

If the router is configured as an 1577 ARP SERVER and users have to swap out the ATM I/O module the ATM address will change and all the clients using this ARP SERVER will have to be modified to use the new address or users need to get the old ATM MAC address (in  wfAtmizerDrvCfgEntry for AREs), then in Site Manager under the interface attributes menu disable the parameter “hardware MAC address” and enter in the “old” MAC address from the old card.

If the router is being connected to run 1577 and is connected to a switch that does not know anything about 1577, but can do SVCs and ILMI (C100 for example) simply configure the port on the switch for ILMI and UNI signaling link (not NNI) and everything should work fine.  The router will use the ARP server defined in the config file to resolve the unknown ATM address and then open up a call (CONNECT) over the signaling VC.

If the VC you are trouble shooting is defined for LLC/SNAP encapsulation and you see the VCL stats incrementing, but no data is being received by the upper layer protocols check the MIB object wfAtmMpeEntry.  There is one instance for every VC (either PVC or SVC) defined for 1483 encapsulation. In contains information/counters on 1483 frames discarded due to invalid PIDs, DSAPs, SSAPs,...This happened at a customer site where they had a ATM PVC configured for IP on one side and Bridge on the other.  The VCL stats were incrementing properly, but no data was getting passed up.  When wfAtmMpeEntry was checked, the number of discarded frames could be seen incrementing due to an invalid/unrecognized PID.

Log Messages from restarting Interface with NO Extended Debugging Enabled: tc "ARE with LANE Log File"
[2:1]$ log -fftwid -s3 -eATM_SIG -eATM_LE -eATM -eATMINTF

#    1: 12/11/96 11:52:55.105   WARNING   SLOT  3  ATMINTF            Code: 166

Port 1: framer alarm cleared, device recovered.

#    2: 12/11/96 11:52:55.124   DEBUG     SLOT  3  ATMINTF            Code: 151

ATMizer driver control structures

   RX anchor 0x80000080, RX cmds 0x800000d0, RX log 0x800010d0

   TX anchor 0x800000b0, TX cmds 0x800012d0, TX log 0x800022d0

#    3: 12/11/96 11:52:56.628   DEBUG     SLOT  3  ATMINTF            Code: 130

RX ATMizer image download complete

#    4: 12/11/96 11:52:56.921   DEBUG     SLOT  3  ATMINTF            Code: 131

TX ATMizer image download complete

#    5: 12/11/96 11:52:56.921   INFO      SLOT  3  ATMINTF            Code:  13

Port 1: SAR device initialization complete.

#    6: 12/11/96 11:52:56.921   DEBUG     SLOT  3  ATMINTF            Code: 129

Using default ATMizer buffering thresholds

#    7: 12/11/96 11:52:56.925   DEBUG     SLOT  3  ATMINTF            Code: 168

Port 1: cfg: ix 1403101 alm 1 frm 2 clk 1 ver 0 cct 2

#    8: 12/11/96 11:52:56.933   INFO      SLOT  3  ATMINTF            Code:   4

Port 1: service available.

#    9: 12/11/96 11:52:56.937   INFO      SLOT  3  ATMINTF            Code:  10

Port 1: data path service available.

#   10: 12/11/96 11:52:56.941   DEBUG     SLOT  3  ATM                Code:  47

Changing to signalling wait state

#   11: 12/11/96 11:52:56.941   INFO      SLOT  3  ATM_SIG            Code:   3

Line 1403101:  ATM Signaling initiating.

#   12: 12/11/96 11:52:56.956   INFO      SLOT  3  ATMINTF            Code:  15

Port 1: virtual channel VPI=0/VCI=5 (call reference 1) activated.

#   13: 12/11/96 11:52:56.960   INFO      SLOT  3  ATMINTF            Code:  15

Port 1: virtual channel VPI=0/VCI=16 (call reference 2) activated.

#   14: 12/11/96 11:52:56.960   DEBUG     SLOT  3  ATM_SIG            Code:  24

Configuring layer 2 (Q.SAAL) - General

Configuring SAP 0 of layer 2 (Q.SAAL)

#   15: 12/11/96 11:52:56.968   DEBUG     SLOT  3  ATM_SIG            Code:  24

Configuring layer 2 (UME) - General

Configuring SAP 0 of layer 2 (UME)

#   16: 12/11/96 11:52:56.980   DEBUG     SLOT  3  ATM_SIG            Code:  24

[UME User] General Configuration

Configuring SAP 0 of layer 3

#   17: 12/11/96 11:52:56.988   DEBUG     SLOT  3  ATM_SIG            Code:  24

ILMI Status Indication: State is UP

#   18: 12/11/96 11:52:56.988   INFO      SLOT  3  ATM_SIG            Code:   6

Line 1403101:  ATM ILMI active.

#   19: 12/11/96 11:52:56.995   DEBUG     SLOT  3  ATM_SIG            Code:  24

ILMI: Cancelling timer to wait for Set Request from Switch

#   20: 12/11/96 11:52:56.999   DEBUG     SLOT  3  ATM                Code:  28

Line 1403101 : ATM Ctrl received invalid message type 0x1d0e.

#   21: 12/11/96 11:52:58.195   INFO      SLOT  3  ATM_SIG            Code:   5

Line 1403101:  ATM SSCOP active.

#   22: 12/11/96 11:52:58.195   DEBUG     SLOT  3  ATM_SIG            Code:  24

SSCOP Status Indication: Protocol is UP

#   23: 12/11/96 11:52:58.195   INFO      SLOT  3  ATM_SIG            Code:   4

Line 1403101:  ATM Signaling active.

#   24: 12/11/96 11:52:58.198   DEBUG     SLOT  3  ATM                Code:  47

Spawning PVC Manager......

#   25: 12/11/96 11:52:58.206   INFO      SLOT  3  ATM                Code:   2

Line 1403101 : ATM Service activated on Interface.

#   26: 12/11/96 11:52:58.210   DEBUG     SLOT  3  ATM_SIG            Code:  24

Succeeded to register address: 39000000 00000000 00000000 000000a2 66666601

#   27: 12/11/96 11:52:58.214   DEBUG     SLOT  3  ATM                Code:  47

Atm Address Registration Successful

Line 1403101, cct 3, Address 39000000 00000000 00000000 000000a2 66666601

#   28: 12/11/96 11:52:58.214   INFO      SLOT  3  ATM_LE             Code:   6

Line 1403101 : Circuit 3 : ATM LEC received DP_LINE message.

#   29: 12/11/96 11:52:58.218   INFO      SLOT  3  ATM_LE             Code:   3

Line 1403101 : Circuit 3 : ATM LEC initializing.

#   30: 12/11/96 11:52:58.234   TRACE     SLOT  3  ATM_LE             Code:  38

Line 1403101 : Circuit 3 : ATM LEC Control SAP binding complete.

#   31: 12/11/96 11:52:58.238   TRACE     SLOT  3  ATM_LE             Code:  39

Line 1403101 : Circuit 3 : ATM LEC MCast SAP binding complete.

Line 1403101 : Circuit 3 : ATM LEC Control SAP register confirm for reg_id 0.

#   32: 12/11/96 11:52:58.241   TRACE     SLOT  3  ATM_LE             Code:  35

Line 1403101 : Circuit 3 : ATM LEC Control SAP register confirm for reg_id 1.

Line 1403101 : Circuit 3 : ATM LEC MCast SAP register confirm for reg_id 2.

Line 1403101 : Circuit 3 : ATM LEC MCast SAP register confirm for reg_id 3.

#   33: 12/11/96 11:52:58.241   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=101 lec=3 atm=47007900000000000000000000-00a03e000001/00 vcc=0/0

#   34: 12/11/96 11:52:58.991   INFO      SLOT  3  ATM                Code:   8

Line 1403101 : vpi/vci 0/32 has been activated.

#   35: 12/11/96 11:52:58.991   INFO      SLOT  3  ATMINTF            Code:  15

Port 1: virtual channel VPI=0/VCI=32 (call reference 3) activated.

#   36: 12/11/96 11:52:58.995   WARNING   SLOT  3  ATM_LE             Code:  34

vcc_ins: bucket=32 lec=3 atm=47007900000000000000000000-00a03e000001/00 vcc=0/32

LEC: LEC #3 received Config Response pkt

Address of the LES for elan1.  This should be verified if connectivity problems are occurring

LEC: Config Resp: LAN name is elan1

atm_ins: bucket=91 lec=3 atm=39000000000000000000000000-111111111111/01 vcc=0/0 

#   37: 12/11/96 11:52:59.972   INFO      SLOT  3  ATM                Code:   8

Line 1403101 : vpi/vci 0/33 has been activated.

#   38: 12/11/96 11:52:59.972   INFO      SLOT  3  ATMINTF            Code:  15

Port 1: virtual channel VPI=0/VCI=33 (call reference 4) activated.

#   39: 12/11/96 11:52:59.976   WARNING   SLOT  3  ATM_LE             Code:  34

vcc_ins: bucket=33 lec=3 atm=39000000000000000000000000-111111111111/01 vcc=0/33

#   40: 12/11/96 11:52:59.991   INFO      SLOT  3  ATM                Code:   8

Line 1403101 : vpi/vci 0/34 has been activated.

#   41: 12/11/96 11:52:59.991   INFO      SLOT  3  ATMINTF            Code:  15

Port 1: virtual channel VPI=0/VCI=34 (call reference 5) activated.

#   42: 12/11/96 11:52:59.999   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=91 lec=3 atm=39000000000000000000000000-111111111111/01 vcc=0/0 

vcc_ins: bucket=34 lec=3 atm=39000000000000000000000000-111111111111/01 vcc=0/34

#   43: 12/11/96 11:53:00.003   INFO      SLOT  3  ATM_LE             Code:   4

Line 1403101 : Circuit 3 : ATM LEC configuration complete.

#   44: 12/11/96 11:53:00.003   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=92 lec=3 atm=39000000000000000000000000-111111111111/02 vcc=0/0 

#   45: 12/11/96 11:53:00.980   INFO      SLOT  3  ATM                Code:   8

Line 1403101 : vpi/vci 0/35 has been activated.

#   46: 12/11/96 11:53:00.984   INFO      SLOT  3  ATMINTF            Code:  15

Port 1: virtual channel VPI=0/VCI=35 (call reference 6) activated.

#   47: 12/11/96 11:53:00.988   WARNING   SLOT  3  ATM_LE             Code:  34

vcc_ins: bucket=35 lec=3 atm=39000000000000000000000000-111111111111/02 vcc=0/35

#   48: 12/11/96 11:53:00.991   INFO      SLOT  3  ATM                Code:   8

Line 1403101 : vpi/vci 0/36 has been activated.

#   49: 12/11/96 11:53:00.991   INFO      SLOT  3  ATMINTF            Code:  15

Port 1: virtual channel VPI=0/VCI=36 (call reference 7) activated.

#   50: 12/11/96 11:53:00.999   WARNING   SLOT  3  ATM_LE             Code:  34

atm_ins: bucket=92 lec=3 atm=39000000000000000000000000-111111111111/02 vcc=0/0 

vcc_ins: bucket=36 lec=3 atm=39000000000000000000000000-111111111111/02 vcc=0/36

#   51: 12/11/96 11:53:01.175   TRACE     SLOT  3  ATM_LE             Code:  40

Line 1403101 : Circuit 3 : ATM LEC Data SAP binding complete.

#   52: 12/11/96 11:53:01.183   TRACE     SLOT  3  ATM_LE             Code:  37

Line 1403101 : Circuit 3 : ATM LEC Data SAP register confirm for reg_id 4.

Line 1403101 : Circuit 3 : ATM LEC Data SAP register confirm for reg_id 5.

#   53: 12/11/96 11:53:04.105   WARNING   SLOT  3  ATMINTF            Code: 173

Port 1: Loss of Cell Delineation alarm cleared

#   54: 12/11/96 11:54:04.945   WARNING   SLOT  3  ATM_LE             Code:  34

LEC: LE-ARP checking timed out reverifies for LEC #3
 Breaking Down ARE Panicstc "Breaking Down ARE Panics":

If the CS engineer is using logscan to breakdown panics that have occurred on an ARE the “-bf” option  must be used.  There is a different set of maps used for an ARE located in the subdirectory of the version of bn.exe being checked called “buildbf”

The most important piece of information in a panics is the gate id(gid).  This points to the process that was running when the faults occurred. This can be used in conjunction with the file know_id.h located in the include directory of the revision of code being checked. 

To do a map scan or by hand go the /rte1/harpoon/rev/”version”/rev/buildbf/maps directory.  From this directory the “stkscan” command can be executed (as in the example below).  Remember if you use stack scan remember to set the workspace environment variable  using the “setws  .”command  in the version directory and to create a text file that contains the  loadmap of the ARE when the fault occurred.

The fault breakdown  can also be done by hand by  using the gid of the process that  was when the fault occurred running, using the .nm file of that protocol found in the “maps” directory.  Subtract the starting address of that protocol stack from the function addresses listed in the fault.  Use the resulting offset as a pointer into the protocol’s map  to file point to the function/code that possibly failed.  Do this for every function address.

#    24: 11/03/95 18:49:09.699  FAULT    SLOT  4  GAME              Code: 164

Error: exception vector 2 - Machine check (MCP)

#    25: 11/03/95 18:49:09.699  DEBUG    SLOT  4  GAME              Code:  64

Log fltr: 102 entities, msk def: TFWID

  0:  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f -  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f

 20:  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f -  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f

 40:  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f -  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f

 60:  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f -  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f

 80:  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f -  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f

100:  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f -  1f 1f 1f 1f 1f 1f 1f 1f 1f 1f

Boot image name: 3:bn.exe

Configuration name: 3:config

#    26: 11/03/95 18:49:09.699  TRACE    SLOT  4  GAME              Code: 169

     File name       Load Addr    Size

----------------------------------------

--> arp.ppc          0x00d51650  0014544

--> atm_le.ppc       0x00e824d0  0130908

--> atmsig.ppc       0x00dbdeb0  0398296

--> atm.ppc          0x00e2a9f0  0056816

--> at.ppc           0x00e387f0  0148400

--> ftp.ppc          0x00e5cbb0  0056240

--> tcp.ppc          0x00e6a770  0081192

--> tftp.ppc         0x00ec1170  0028612

--> snmp.ppc         0x00ea2440  0045208

--> ospf2.ppc        0x00ecf6e0  0156368

--> tn.ppc           0x00ead4f0  0052192

-->                  0x00000000  0000000

--> atmz_drv.ppc     0x00efcf10  0052028

--> atmc_mod.ppc     0x00e24ef0  0023272

STK gate: gid=0x08179 @ 0x00dc26e0, parent=0x082b4 @ 0x00dbfb3c, env=0x00ef9d60

STK stamp: context=0x0008744b, next_tx=0x00017fc2

CPU1: CR=0x28220020  XER=0x20000000  LR=0x0004c378  CTR=0x00e05470

      MSR=0x00000000  HID0=0x0000c080  PVR=0x00040303

      VEC=0x00000200  SRR0=0x00050a88  SRR1=0x000cb010

      DAR=0x00000000  DSISR=0x00000000

 R00: 00ff0000 00efcb60 001d4cc8 00ef9d60   00000000 00efcc78 0000d5f0 00ebbd00

 R08: 10000000 00000000 00000000 00000000   42220040 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   00000001 00e16a40 00000000 00a384e0

#    27: 11/03/95 18:49:09.699  DEBUG    SLOT  4  GAME              Code:  64

0x00050a70 0x892b000a lbz         r09, 0x000a( r11 )

0x00050a74 0x5529402e rlwinm      r09, r09, 0x08, 0x00, 0x17

0x00050a78 0x7d290378 or          r09, r09, r00

0x00050a7c 0x880b000b lbz         r00, 0x000b( r11 )

0x00050a80 0x7c004b78 or          r00, r00, r09

0x00050a84 0x7d4a0214 add         r10, r10, r00

0x00050a88 0x892b0008 lbz         r09, 0x0008( r11 )

0x00050a8c 0x5529c04e rlwinm      r09, r09, 0x18, 0x01, 0x07

0x00050a90 0x880b0009 lbz         r00, 0x0009( r11 )

#    28: 11/03/95 18:49:09.699  TRACE    SLOT  4  GAME              Code: 236

Func 0x00050a88: CR=0x28220020  SP=0x00efcb60   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   00000001 00e16a40 00000000 00a384e0

Func 0x0004c378: CR=0x28220020  SP=0x00efcba0   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   00000001 00e16a40 00e26280 00000001

Func 0x00deb780: CR=0x28220020  SP=0x00efcbf8   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   00ef9d60 00e16a40 00e26280 00efcc78

Func 0x00dfca98: CR=0x28220020  SP=0x00efcc40   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   00ef9d60 00d85042 00e2690c 00d84132

Func 0x00e04000: CR=0x28220020  SP=0x00efcc90   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   00dc2768 00efcd60 00e26b40 8008e800

Func 0x00e0547c: CR=0x28220020  SP=0x00efcce0   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   00dc2768 8008e800 00e26b40 00efcd60

Func 0x00dc27b8: CR=0x28220020  SP=0x00efcd28   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323                                                     

 R24: 24242424 25252525 26262626 001d2dc0   00dc2768 8008e800 00e2570c 00000000

Func 0x0003d794: CR=0x28220020  SP=0x00efce00   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   00dc2768 00ef9d60 00000000 00000000

Func 0x0004c378: CR=0x28220020  SP=0x00efce48   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   00000001 001d1640 00e2570c 00000001

Func 0x00dc2730: CR=0x28220020  SP=0x00efcea0   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   001d0000 001d1640 00e2570c 00fe2b10

Func 0x0004bd80: CR=0x28220020  SP=0x00efcee0   R13: 001d2d70 00000000 15151515

 R16: 16161616 17171717 18181818 19191919   20202020 21212121 22222222 23232323

 R24: 24242424 25252525 26262626 001d2dc0   001d0000 001d1640 00ebbd00 00fe2b10

#    29: 11/03/95 18:49:09.699  DEBUG    SLOT  4  GAME              Code:  64

CPU id 1280 rev 24 ser 172 Link Module id 4608 rev 232 ser 56

#    30: 11/03/95 18:49:09.718  DEBUG    SLOT  4  GAME              Code:  64

VBM summary: 8 alloc buffs + 3267 in FBP + 0 in tank = 3275 tot buffs

#    31: 11/03/95 18:49:09.765  DEBUG    SLOT  4  GAME              Code:  64

             8 alloc pgs + 12240 in FPP + 0 orphans = 12248 tot pgs

Example of a “stkscan” command:

<terminatorII> stkscan /usr1/csengineer/loadmap.txt 0x00050a88 0x0004c378 0x00deb780 0x00dfca98 0x00e04000 0x00e0547c 0x00dc27b8 0x0003d794 0x0004c378 0x00dc2730 0x0004bd80

0x50a88  [kernel           ] == g_mlen+0xb0

0x4c378  [kernel           ] == smp_syscall+0x1c

0xdeb780  [atmsig  @ 0x2d8d0] == SChkRes+0x50

0xdfca98  [atmsig  @ 0x3ebe8] == UmUiUmeConReq+0xb0

0xe04000  [atmsig  @ 0x46150] == umUnpkUmeConReq+0x6c

0xe0547c  [atmsig  @ 0x475cc] == umActvTsk+0x32c

0xdc27b8  [atmsig  @ 0x4908 ] == atm_ume_dispatch+0x50

0x3d794  [kernel           ] == g_repeat+0xd0

0x4c378  [kernel           ] == smp_syscall+0x1c

0xdc2730  [atmsig  @ 0x4880 ] == atm_ume_act+0x50

0x4bd80  [kernel           ] == run_gate+0x58

ARE LEDs: tc "ARE LEDs"
The front edge of the ARE module provides several status LEDs, an HDCM (Harpoon Diagnostic Console Monitor) port and button, a reserved port, and a memory card ejector.

When the card is held horizontally so  the users is looking at the RJ 45 connectors.  Group 1 is the leftmost set of 8 LEDs.  Group 2 is the group of 4 LEDS just right of the reset button.  Group 3 is the rightmost 32 LEDs  (count each group of LEDs left to right) 

Group 1 ARE Processor LEDs :

LEDs  

Description  

1 (Green)  
The ARE module is transmitting on PPX A.  

2 (Green)  
The ARE module is transmitting on PPX B.  

3 (Green)  
The ARE module is transmitting on PPX C.  

4 (Green)  
The ARE module is transmitting on PPX D.  

5 (Green)  
The ARE module is flow-controlling on PPX A.  

6 (Green)  
The ARE module is flow-controlling on PPX B.  

7 (Green)  
The ARE module is flow-controlling on PPX C.  

8 (Green)  
The ARE module is flow-controlling on PPX D.  

    
Group 2 ARE Processor LEDs:

LEDs  

Description  

1 (Green)  
The backbone is requesting Virtual Buffer Memory (VBM).  

2 (Amber)  
The backbone is resetting.  

3 (Amber)  
The Transmit ATMizer is resetting. (The LSI Logic ATMizer chip

performs segmentation and reassembly [SAR] of ATM cells. The ARE processor module uses two ATMizer chips, one for transmitting and one for receiving.)  

4 (Amber)  
The Receive ATMizer is resetting.  

    
Group 3 ARE Processor LEDs:

LEDs  

Description  

1 (Amber)  

The link card is resetting.  

2 (Green)  

Router software is executing.  

3 (Red)  


Diagnostic code execution is in progress.  

4 (Amber)  

The ARE processor module is booting.  

5 (Amber)  

The ARE processor module is resetting.  

6 through 13 (Green)  
When diagnostics are running, LED 6 is on, and LEDs 7

through 13 indicate the current test in hexadecimal notation. When on, LEDs indicate 1s; when off, LEDs indicate 0s.        When the GAME operating system is executing, GAME uses these LEDs to count time.   

14 and 15 (Green)  
Indicate the diagnostic test that is currently executing  

16 (Amber)  

The Technician Interface is running on this slot.  

17 through 25 (Green)  
Transmit and Receive ATMizers are active. These LEDs 

indicate bus activity.

26 (Amber)  

Motorola Power PC microprocessor memory coherency 

operations are taking place. Memory coherency operations occur when the two Power PCs share data between their data caches. The Power PCs need to keep the data coherent so that neither one has outdated information.  

27 through 31 (Green)  
There is activity on the processor bus.  

32 (Green)  

The ARE processor power is receiving power (3 V).  

ARE Module Diagnostic Codes:

LED 14  
LED 15

Diagnostic Test in Progress

OFF  

OFF  
 
CPU

ON  

OFF  

Backbone  

OFF  

ON  

Link Module  

ON  

ON  

ATM  
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